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QUANTUM 
ESPRESSO is an 
integrated suite of 
Open-Source 
computer codes for 
electronic-structure 
calculations and 
materials modeling 
at the nanoscale. It is 
based on 
density-functional 
theory, plane waves, 
and 
pseudopotentials.
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QUANTUM ESPRESSO is routinely used to simulate large and complex 
atomistic  systems. Clusters hosted at HPC centers play a crucial role to 
enhance accuracy and use predictive methods.
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QUANTUM ESPRESSO is an open 
initiative involving a large 
community of developers and 
users from different regions of 
the world

Geographic distribution of the authors 
of articles citing the main reference 
articles as QUANTUM ESPRESSO

Data 
provided by 
courtesy of 
the QUANTUM 
ESPRESSO 
foundation
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35000+ downloads 
20000+ citations
50000+ authors

Geographic 
distribution of 
downloads from the 
QE website since the 
beginning of 2022

The QUANTUM ESPRESSO project

Data 
provided by 
courtesy of 
the QUANTUM 
ESPRESSO 
foundation



The QUANTUM ESPRESSO project



SISSA

SISSA is probably the major funder of the QUANTUM 
ESPRESSO project, thanks to the contributions of its 

research staff



CoE for HPC applications in materials science 

exploit frontier HPC 
for material science research 
in strong link with scientific 

communities

CODE PORTING

HTC ECOSYSTEM

CO-DESIGN

Materials design at the Exascale

http://www.max-centre.eu/



ICSC National Research Centre 
for High Performance Computing, Big Data and Quantum Computing

Spoke 7 – Flagship codes

https://www.supercomputing-icsc.it/



Why exascale

HPC resources play an important 
role in order to give code users and 
developers the freedom to choose 
proper levels of theory for 
simulations of molecules and 
materials
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The QUANTUM ESPRESSO Applications



PW:



Input of PW



Periodicity, plane wave basis and 3D grids: 

● Bravais and reciprocal lattices:

● real space grid:

●  reciprocal space:

 



K points sampling: 

periodic functionBloch Theorem:

We solve Kohn Sham equations only for a finite mesh or 
symmetric set of k-points and then sum approximating the 
integral. 



The Pseudopotentials:



Output of PW



Example of workflow: bands



Parallelism



Data Distribution:

● Data in G space are distributed as sticks in the z directions
● Data in R space are distributed as z plane slices in the y direction
● At any moment a whole 1 dimensional FFT may be done in each process. 

F(Gx,Gy,Gz)
F(Gx,Gy,Rz)

F(Gx,Gy,Gz)
F(Gx,Ry,Rz)

F(Gx,Gy,Gz)
F(Rx,Ry,Rz)



More info:
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The current strategy 
for performance 
portability is to 
specialize the code to 
different hardware 
configurations by 
using directive based 
approaches.

Why exascale



Until qe-v6.8

Fortran/CUF/OpenACC

OpenACC OpenMP5

Fortran + OpenACC + 
OpenMP5

Fortran CUDA
 Fortran

J. Chem. Phys. 152, 
154105 (2020)

J. Chem. Theory 
Comput. 19, 6992 
(2023)

From qe-v7.0

Under development

Goal

Porting to heterogeneous architectures



CUF only

if ( use_gpu ) then
  arg_d = arg
endif

if ( use_gpu ) then
  call abc( arg_d )
else
  call abc( arg )
endif

interface abc
  subroutine abc_cpu( v )
  subroutine abc_gpu( v_d )
end interface
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CUF interfaces
OpenACC parent code

!$acc update device(arg)

!$acc host_data use_device(arg)
call abc( arg )
!$acc end host_data

Porting to heterogeneous architectures



CUF only

if ( use_gpu ) then
  arg_d = arg
endif

if ( use_gpu ) then
  call abc( arg_d )
else
  call abc( arg )
endif

interface abc
  subroutine abc_cpu( v )
  subroutine abc_gpu( v_d )
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CUF interfaces
OpenACC parent code

!$acc update device(arg)

!$acc host_data use_device(arg)
call abc( arg )
!$acc end host_data

OpenACC only

call abc_acc( arg )

subroutine abc_acc( v )

Porting to heterogeneous architectures



CUF only

if ( use_gpu ) then
  arg_d = arg
endif

if ( use_gpu ) then
  call abc( arg_d )
else
  call abc( arg )
endif

interface abc
  subroutine abc_cpu( v )
  subroutine abc_gpu( v_d )
end interface

H
os

t t
o 

De
vi

ce
Ro

ut
in

e 
ca

lls
In

te
rf

ac
es

CUF interfaces
OpenACC parent code

!$acc update device(arg)

!$acc host_data use_device(arg)
call abc( arg )
!$acc end host_data

OpenACC only

call abc_acc( arg )

subroutine abc_acc( v )

OpenACC + OpenMP5

call abc( arg, offload )

!$acc update device(arg)
!$omp target update to (arg)

interface abc
  subroutine abc_cpu(v,off)
  subroutine abc_acc(v,off)
  subroutine abc_omp(v,off)
end interface

Porting to heterogeneous architectures



FFTXlibLinear Albebra 
(BLAS/Lapack)

PWscf

ModulesKS_Solvers

Modularity enables interoperability and new programming models

MAINTAINABILITY

PORTABILITY

directives

multiple 
back-ends

FLEXIBILITY

PERFORMANCE

Porting to heterogeneous architectures



Porting to heterogeneous architectures

Each MPI process off-loads the 
calculation workload to the 
device



Several parallelization schemes 
are implemented and 
integrated with GPU offload

Porting to heterogeneous architectures



fft1d

cpy2dfft1d
fft1d
fft1d cpy2d

cpy2d

cpy2d

mpi1

mpi2

mpi3

mpi4

mcpy

mcpy

mcpy

mcpy

fft2d

fft2d

fft2d

fft2d

Call to 
inFFT

CPU   GPU (streams) ● Batched 3d-FFT of the wave-function;

● the input array divided in 4 batches (on 
bands);

● 1 stream for FFTs, 4 streams for data 
movements;

● 4 async mpi communications (ISEND, 
IRECV).

Notes:

○ non-asynchronous memcpy;

○ memcpy operations D2H/H2D much 
more time consuming than FFT calls;

○ memcpy operations D2D same order of 
FFT calls.

Porting to heterogeneous architectures



fft1d

cpy2d fft1d
fft1d

fft1dcpy2d

cpy2d

cpy2d

mpi1

mpi2

mpi3

mpi4

mcpy

mcpy

mcpy

mcpy

fft2d

fft2d

fft2d

fft2d

Call to 
inFFT

● ntasks associated to nbatches

● work in progress…

Porting to heterogeneous architectures



Chromium Iodide
~2700 electrons

480 atoms

Execution on LUMI



CUF/OpenACC offload
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Quantum ESPRESSO: one further step towards the exascale, I. 
Carnimeo et al., JCTC, 19, 20, 6992-7006 (2023)

Delugas et al., Phys. Rev. B,, 107, 214452 (2023)
Gorni et al., Phys. Rev. B,, 107, L220410 (2023)

Chromium 
Iodide, 7776 

electrons, 1152 
atoms

Magnon 
dispersions along 

the 
high-symmetry 
directions of the 

BZ

PWSCF: Ground state properties



TiO2 bulk band 
structure

PWSCF: band structures
GPU acceleration provide further speed-up to the overall 

computational time

Quantum ESPRESSO: one further step towards the exascale, I. 
Carnimeo et al., JCTC, 19, 20, 6992-7006 (2023)



Quantum ESPRESSO: one further step towards the exascale, I. 
Carnimeo et al., JCTC, 19, 20, 6992-7006 (2023)

Equation of state diagram of ammonia, computed with the
Car−Parrinello method. Each point is a CP run, and the color

represents the density of the system for each particular combination
of pressure and temperature.

CP: Car-Parrinello Molecular Dynamics
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Quantum ESPRESSO: one further step towards the exascale, I. 
Carnimeo et al., JCTC, 19, 20, 6992-7006 (2023)

Silicon 100 surface, 512 
electrons, 128 atoms

Phonon dispersions along the high-symmetry 
directions of the BZ

PHonon: vibrational properties



Quantum ESPRESSO: one further step towards the exascale, I. 
Carnimeo et al., JCTC, 19, 20, 6992-7006 (2023)

Silicon 100 surface, 512 
electrons, 128 atoms

The turbo_EELS code can employ Lanczos or 
Sternheimer (CPHF) based approaches

TD-DFPT: EELS spectroscopy



TD-DFPT: magnetic perturbation

Delugas et al., Phys. Rev. B,, 107, 214452 (2023)
Gorni et al., Phys. Rev. B,, 107, L220410 (2023)

Chromium 
Iodide, 54 

electrons, 8 
atoms

Magnon 
dispersions along 

the 
high-symmetry 
directions of the 

BZ

64 k-points for each spin component + noncollinear +
  Spin-orbit + 30k Lanczos iterations



What’s next

● Complete the OpenMP porting of PWscf minor routines and other 
codes (PHonon, TD-DFPT, CP)

● FFT optimization with OpenMP

● incorporate DevXlib.

● Exascale workflows
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