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Why are we (as HPC centres) interested in quantum computing?
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Quantum computers will not replace supercomputers
• Instead, the two will merge
• Important to stimulate co-creation between the HPC and QC communities

Our end-users will need early-access to HPC+QC in order to make their workflows
quantum-ready

• The transition from classical CPUs/GPUs to quantum QPUs requires
fundamental rethinking of problems and algorithms

• Requires time, resources, and support

HPC centres serve as natural starting points
• All the necessary basic services already in place:

• User authentication and administration
• Resource allocation and control
• Storage, high-speed network, classical resources, …

• End-users!



Types of problems for QC

• QC is good with problems with a moderate amount of both input and output variables
• The relation between input and output should be a highly complex equation that can be

solved efficiently by some quantum algorithm
• QC typically excels at problems with a large potential solution space, but only a small set or

even a single solution
• Additionally, the input parameters need to be of the same order of magnitude as the number

of qubits of the quantum computer



What is needed for quantum advantage

• Deep understanding of the problem at hand: classical modelling algorithms have been
developed for a hundred years!
• Need to know what the actual bottlenecks for present and future classical methods are and will be!

• Deep understanding of the possible quantum solution at hand
• Understanding how to exploit “classical support software”

• Pre- and postprocessing
• Compiling and transpiling quantum algorithms
• Machine learning for creating quantum algorithms?
• Error mitigation of the results, enhancing “signal to noise ratio”

• Access to HPC+AI+QC infrastructure
Quantum computers are different
• From classical supercomputers
• From each other

Users need access to several
different quantum computers
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https://arxiv.org/abs/2508.11765



ADAC Members’ Survey: One-slide Summary
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• The survey reveals a diverse and evolving landscape of QC infrastructure
• Only a subset of institutions currently operate their own quantum computers, but many are

developing testbeds or accessing quantum systems through cloud platforms
• User interest in QC varies significantly between institutions.

• In some centers, demand is  limited to a small group of researchers
• Others report growing interest in fields such as quantum chemistry, materials science, optimization, and

QML.
• The immaturity of quantum hardware and the lack of clear, demonstrable advantages over classical

methods remain significant barriers to broader adoption.

• A recurring theme: the need for comprehensive training
• QC is not yet a mainstream component of HPC infrastructure

• The groundwork is being laid across multiple fronts, from hardware testbeds and cloud access to training
programs and hybrid software stacks.

• The lack of standardized software stacks and interoperability protocols makes integration with
existing HPC workflows complex and resource-intensive.



EuroHPC LUMI <-> Chalmers/WACQT QAL 9000

30.3.2022: First quantum job submitted through the LUMI queueing system
• Connected one LUMI-C node in Finland to the QAL 9000 QC in Sweden, and

successfully ran a cross-border HPC+QC quantum job

Henrik Nortamo (CSC), Nicola Lo Gullo (VTT/CSC)
Miroslav Dobsicek (Chalmers), Ville Ahlgren (CSC, zoom)





Goal

Set up a general protocol for connecting HPC and QC

• Several, generic HPC sites and infrastructures
• Several  different quantum computers
• Located all around the globe

The protocol should be transferable with as few
assumptions on the HPC or QC as possible

• Open-source development highly beneficial
for adoption of the software-stack
components

• Compare: Qiskit, QIR, CUDA-Q, Linux, …
• Open-source does not preclude IP protection!
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3 different ways of connecting HPC+QC
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3 main ways to connect
quantum and classical
computers:
• Stand-alone, cloud access
• Co-located in the same

premises
• Distributed, with QPU and

HPC resources physically
distant

Come with different levels of
complexity for software stack

Stand-alone:
medium to high latency

Co-located:
low-latency

Distributed:
low-latency

”Quantum Computing – A European Perspective” PRACE (2021)
https://doi.org/10.5281/zenodo.5547407



IEEE Micro, vol. 41, no. 5, pp. 15-23, 1 Sept.-Oct. 2021
DOI: 10.1109/MM.2021.3099140

Importance of latency



Authentication

Users should be able to submit jobs to the QC without sending
identifiable user information from HPC to QC

• Still has to allow for account and resource tracking of the
HPC system and QC system

A meta-data scheme needed

• Associates an identifier (e.g., user id, job id, HPC site) to be
used at QC site scheduling systems and resource tracking

• Calibration information, Figures of Merit for researchers

Pollable data

• A health-check of the QC and statistics
• Status: is the QC resource up or not? More details?
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Data transfer between HPC <-> QC

Information on what to compute

1. Quantum-only circuit
2. Predefined variational algorithm
3. Fully user defined container to be run on “orange box”,

custom variational jobs, intricate pulse configurations
Data size kB to tens of GB

Real-time status

• Job cancelled/crashed on HPC
• Job cancelled/crashed on QC
• Calibration information, Figures of Merit for researchers

Resource tracking

• QC needs to collect data and send to HPC
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Biggest “HPC” challenge – scheduler?



General execution of a hybrid classical HPC+QC task

• Need to couple two
schedulers, HPC and QC
• HPC resources abundant
• QC resources scarce
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CPU/GPU
workload QPU
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QPU
nodes

Quantum
workloadCPU/GPU
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HPC job scheduler

QC job schedulerQPU offload



Scheduling HPC+QC
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HPC jobs
• Long runtimes

• Scheduler can take its time when
dispatching jobs

• Abundant resources
• Moderate idling time no problem

• Users from one site
• Very diverse user scenarios

QC jobs
• Rather short runtimes

• Scheduler needs to be very fast to
keep up!

• Scarce resources
• Any idle time a waste

• Users from several sites
• Very diverse user scenarios

Need top-level HPC scheduler and QC-bound meta-scheduler



Different user groups – different needs (and expectations)
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1. Short, fully quantum jobs
• Short circuits, educational use, pulse testing, …

2. Variational HPC+QC loops
• Rather “well-behaved” from a scheduler POV

3. Hybrid HPC+QC with “unbalanced” HPC/QC consumption
• Long HPC runs interrupted by calls to QC in one job

4. Long (even days), almost fully quantum jobs
• For example, using the QC as a simulator for physics
• HPC pre- and post-processing

easy

quite easy

difficult

quite easy



July 2025: Europe’s Q Strategy

18

• The will has been expressed

• https://digital-
strategy.ec.europa.eu/en/library/quantu
m-europe-strategy

“Europe is currently lagging behind in
translating its innovation capabilities and
future potential into real market
opportunities.”

• The way to be defined (Quantum Act,
Q2/2026)

• Provides EU level support

• Does not replace more regional efforts!



LUMI-Q
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Inclusive
• Builds on the 11-country pan-European

LUMI consortium

Diverse
• Getting several QCs to the fingertips of

researchers and developers is crucial for
catalysing software development.

• Different problems will fit different
architectures and software stack
infrastructure better

Accessible
• By being available through several

platforms distributed throughout Europe,
LUMI-Q provides a familiar interface to a
uniquely large user base



Unique star topology
• One-to-all qubit connectivity
• Significantly decreases the number of SWAP

gates in quantum circuits

Especially suitable applications
• Highly entangled states
• Needed, e.g., for quantum machine learning

(QML) and quantum AI
• Quantum error correction
• Practically all quantum algorithms benefit

Testing platform
• Provides use-case developers an advanced

platform for deploying, testing, and trialing
new methods
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– A novel topology for highly entangled algorithms





The full EuroHPC QC
family will be
available to Europe
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AI FactoryLUMI AI Factory

• The three pillars of LUMI AI Factory
• AI-optimised supercomputer LUMI-AI
• AI Factory Service Center
• Experimental quantum-computing platform LUMI-IQ

• CSC (Finland) coordinates consortium with participation from Czechia, Denmark,
Estonia, Norway and Poland
• Other Finnish partners are FCAI (Aalto University, University of Helsinki) and AI Finland (Technology

industries)

• Total budget over 612 million euros
• EU 306.4 M€, FI 250 M€, CZ 11 M€, DK 10 M€, EE 5 M€, NO 20.4 M€, PL 10 M€
• largest public computing ecosystem investment in Finland, among the largest in Europe
• largest EuroHPC AI Factory investment

• Significant investment in talent and competence development



AI Factory

LUMI-IQ
Advanced AI-Optimised

Experimental Platform



LUMI-IQ: Quantum-enhanced AI within the LUMI-AI Factory

Set up a world-leading HPC+AI+QC infrastructure

Accelerate development and uptake of useful QML and Quantum AI
methodology, such as:
• Quantum Neural Networks (QNNs)
• Quantum Reinforcement Learning (QRL)
• Quantum Reservoir Computing (QRC)
• …

Accelerate AI development

Establish new high-value
commercial activities

Quantum AI software development and classical AI software development for
quantum computing enhancement will get a significant boost from gaining
access to world-class HPC+AI+QC infrastructure.

The LUMI-IQ infrastructure, including user support and vetted use case libraries, will
aid industry in adopting quantum-accelerated AI solutions in their service delivery,
research, development, and innovation activities.



AI for QC
Goal: Set up a comprehensive supporting-software framework for quantum computing

• Default set of tools available and in use

• User configurable: on/off/replacement
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AI Factory

Towards FTQC
Quantum Error Correction (QEC) is coming
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Summary
• HPC+AI+QC is the future HPC

− For the vast majority of modelling problems, massive
need for HPC and AI even with QC

• Hardware is nothing without software
− We need new quantum algorithms, new ways of utilising

existing quantum algorithms, and plenty of classical
software

• Complementary to QC cloud offerings: true integration
with HPC and AI
− Including quantum computing provides two-way

synergies

• We need to be user centric!
− Active engagement, training, example use cases, …

3.11.202530
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