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Sammanfattning av remissinstansens synpunkter  
Sveriges forskningsinstitut RISE instämmer i förslaget med reservation för att strategin 
behöver utvecklas så att den tydligt: 

 
• förmedlar en vision av skolväsendets digitalisering 2027 eller senare 
• adresserar skolan som system och samhällsbärande institution 
• vägleder kring digitalisering för både innovation och effektivisering 
• lyfter fram effektmål för digital kompetens även för lärare och rektorer/chefer 
• adresserar ojämlikheten mellan skolhuvudmännen avseende i vilken grad barn och 

elever erbjuds en relevant digital lärmiljö. 

RISE förslår också att ett tredje övergripande mål med två tillhörande delmål om forskning 
och uppföljning (effektivitet) samt om utforskande av digitaliseringens möjligheter 
(innovation) adderas. 

 

Utgångpunkt för RISE ställningstaganden 
Som oberoende forskningsinstitut följer och stödjer RISE dagligen den alltmer accelererande 
samhällsutvecklingen. En utveckling där digitalisering är både katalysator och motor.  

I dessa dagar tas också ett gigantiskt (digitalt) utvecklingssteg som spås bli ett av det mest 
omvälvande mänskligheten upplevt. För första gången i vår historia är det möjligt för gemene 
man att för egen del nyttja potentialen och kraften i artificiell intelligens (AI). Detta steg 
jämförs med den stora samhällstransformation som pågått sedan alla fick tillgång till internet. 
Skillnaden är att det nu går mycket fortare. Som exempel kan nämnas att det tog endast fem 
dagar för den artificiella intelligensen (språkmodellen) ChatGPT 1 att nå en miljon användare, 
att jämföra med att det tog tio månader för Facebook och 3,5 år för strömningstjänsten Netflix 
att göra detsamma. 

 
1 https://openai.com/ 
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ducting systems have presently the undisputable advan-
tage of acutally existing, showing Rabi oscillations and
responding to one- and two-qubit gate operations. In
fact, even an elementary SCB two-qubit entangling gate
creating Bell-type states has been demonstrated very
recently36. All of the non-superconducting qubits are
so far, promising but still potential qubits. Several of
the impurity electron spin qubits show impressive relax-
ation lifetimes in bulk measurements, but it remains to
demonstrate how to read out individual qubit spins.

III. BASICS OF QUANTUM COMPUTATION

A. Conditions for quantum information processing

DiVincenzo72 has formulated a set of rules and con-
ditions that need to be fulfilled in order for quantum
computing to be possible:

1. Register of 2-level systems (qubits), n = 2N states
|101..01→ (N qubits)
2. Initialization of the qubit register: e.g. setting it to
|000..00→
3. Tools for manipulation: 1- and 2-qubit gates, e.g.
Hadamard (H) gates to flip the spin to the equator,
UH |0→ = (|0→ + |1→)/2, and Controlled-NOT (CNOT )
gates to create entangled states, UCNOT UH |00 >=
(|00→ + |11→)/2 (Bell state)
4. Read-out of single qubits |ω→ = a|0→ + beiφ|1→ → a, b
(spin projection; phase ε of qubit lost)
5. Long decoherence times: > 104 2-qubit gate opera-
tions needed for error correction to maintain coherence
”forever”.
6. Transport qubits and to transfer entanglement be-
tween different coherent systems (quantum-quantum in-
terfaces).
7. Create classical-quantum interfaces for control, read-
out and information storage.

B. Qubits and entanglement

A qubit is a two-level quantum system caracterized by
the state vector

|ω→ = cos
θ

2
|0→ + sin

θ

2
eiφ|1→ (3.1)

Expressing |0→ and |1→ in terms of the eigenvectors of the
Pauli matrix σz,

|0→ =

(

1
0

)

, |1→ =

(

0
1

)

. (3.2)

this can be described as a rotation from the north pole
of the |0→ state,

|ω→ =

(

1 0
0 eiφ

)(

cos θ
2 − sin θ

2
sin θ

2 cos θ
2

)(

1
0

)

(3.3)

FIG. 3: The Bloch sphere. Points on the sphere correspond
to the quantum states |ψ→; in particular, the north and south
poles correspond to the computational basis states |0→ and
|1→; superposition cat-states |ψ→ = |0→+ eiφ|1→ are situated on
the equator.

can be characterised by a unit vector on the Bloch sphere:

The state vector can be represented as a unitary vector
on the Bloch sphere, and general unitary (rotation) oper-
ations make it possible to reach every point on the Bloch
sphere. The qubit is therefore an analogue object with
a continuum of possible states. Only in the case of spin
1/2 systems do we have a true two-level system. In the
general case, the qubit is represented by the lowest levels
of a multi-level system, which means that the length of
the state vector may not be conserved due to transitions
to other levels. The first condition will therefore be to
operate the qubit so that it stays on the Bloch sphere
(fidelity). Competing with normal operation, noise from
the environment may cause fluctuation of both qubit am-
plitude and phase, leading to relaxation and decoherence.
It is a delicate matter to isolate the qubit from a perturb-
ing environment, and desirable operation and unwanted
perturbation (noise) easily go hand in hand. It is a major
issue to design qubit control and read-out such that the
necessary communication lines can be blocked when not
in use.

The state of N independent qubits can be represented
as a product state,

|ω→ = |ω1→|ω2→....|ωN → = |ω1ω2....ωN → (3.4)

involving any one of all of the configurations |00...0 >,
|00...1 >, ...., |11...1 >. A general state of an N-qubit
memory register (i.e. a many-body system) can then
be written as a time-dependent superposition of many-
particle configurations

|ω(t)→ = c1(t)|0...00→ + c2(t)|0...01→ (3.5)

+ c3(t)|0...10→ + .... + cn(t)|1...11→

John Martinis’ JJ-qubit (2003-2007)

the qubit should involve a low-lying pair of levels, well sepa-
rated from the spectrum of higher levels, and not being close
to resonance with any other transitions.

Single Josephson junction qubit

The simplest qubit realization is a current-biased JJ with
large Josephson energy compared to the charging energy. In
the classical regime, the particle representing the phase either
rests at the bottom of one of the wells of the tilted cosine
potential !“washboard” potential", or oscillates within the
well.

Due to the periodic motion, the average voltage across
the junction is zero: !=0. Strongly excited states, where the
particle may escape from the well, correspond to the dissipa-
tive regime with nonzero average voltage across the junction,
!̇!0.

In the quantum regime described by the Hamiltonian !1",
particle confinement, rigorously speaking, is impossible be-
cause of MQT through the potential barrier; see Fig. 3. How-
ever, the probability of MQT is small and the tunneling may
be neglected if the particle energy is close to the bottom of
the local potential well, i.e., when E!EJ. To find the con-
ditions for such a regime, it is convenient to approximate the
potential with a parabolic function, U!!"
#!1/2"EJ cos !0!!−!0"2, where !0 corresponds to the po-
tential minimum, EJ sin !0= !" /2e"Ie. Then the lowest en-
ergy levels, Ek="#p!k+1/2" are determined by the plasma
frequency, #p=21/4#J!1− Ie / Ic"1/4. It then follows that the
levels are close to the bottom of the potential if EC!EJ, i.e.,
when the JJ is in the phase regime, and moreover, if the bias
current is not too close to the critical value, Ie$ Ic.

It is essential for qubit operation that the spectrum in the
well is not equidistant. Then the two lowest energy levels,
k=0,1, can be employed for the qubit operation. Truncating
the full Hilbert space of the junction to the subspace spanned
by these two states, $0% and $1%, we may write the qubit
Hamiltonian in the form

Hq = −
1
2

%&z, !8"

where %=E1−E2.
The interlevel distance is controlled by the bias current.

When bias current approaches the critical current, level
broadening due to MQT starts to play a role, Ek→Ek
+ i'k /2. The MQT rate for the lowest level is given by60

'MQT =
52#p

2(
&Umax

"#p
exp'−

7.2Umax

"#p
( , !9"

where Umax=2&2!)0 /2("!1− Ie / Ic"3/2 is the height of the
potential barrier at given bias current.

Flux qubit

An elementary flux qubit can be constructed with an rf
SQUID operating in the phase regime, EJ#EC. Let us con-
sider the Hamiltonian !2" at !e=(, i.e., at half-integer bias
magnetic flux. The potential U!!" shown in Fig. 4 has two
identical wells with equal energy levels when MQT between
the wells is neglected !phase regime, #J!EJ". These levels
are connected with current fluctuations within each well
around averaged values corresponding to clockwise and
counterclockwise persistent currents circulating in the loop
!the flux states". Let us consider the lowest, doubly degener-
ate, energy level. When the tunneling is switched on, the
levels split, and a tight two-level system is formed with the
level spacing determined by the MQT rate, which is much
smaller than the level spacing in the well.

In the case that the tunneling barrier is much smaller
than the Josephson energy, the potential in Eq. !2" can be
approximated as

U!!" = EJ!1 − cos !" + EL
!! − !e"2

2

# EL'− !
!̃2

2
− f!̃ +

1 + !

24
!̃4( , !10"

where !̃=!−(, f =!e−(, and where the parameter *
= !EJ /EL"−1!1 determines the height of the tunnel barrier.

The qubit Hamiltonian is derived by projecting the full
Hilbert space of the Hamiltonian !2" on the subspace
spanned by these two levels. The starting point of the trun-
cation procedure is to approximate the double-well potential
with Ul and Ur, as shown in Fig. 4, to confine the particle to
the left or to the right well, respectively. The corresponding
ground-state wave functions $l% and $r% satisfy the stationary
Schrödinger equation

Hl$l% = El$l%, Hr$r% = Er$r% . !11"

The averaged induced flux for these states, !l and !r,
has opposite sign, manifesting opposite directions of the cir-
culating persistent currents. Let us allow the bias flux to
deviate slightly from the half-integer value, !e=(+ f , so that
the ground-state energies are not equal but still close to each

FIG. 3. Quantized energy levels in the potential of a current-biased JJ; the
two lower levels form the JJ qubit, the dashed line indicates a leaky level
with higher energy.

FIG. 4. Double-well potential of the rf SQUID with degenerate quantum
levels in the wells. Macroscopic quantum tunneling through the potential
barrier introduces a level splitting +, and the lowest level pair forms a qubit
!a"; truncation of the junction Hamiltonian, dashed lines indicate potentials
of the left and right wells with ground energy levels !b".
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When T à 0 (thermal energy kBT à0)
the “particle” becomes trapped (MQC)  
before tunneling out through the JJ barrier (MQT)
à Sharp, long-lived qubit levels
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FIG. 7: Current-biased Josephson junction (JJ) (left), equiv-
alent circuit (center), and effective (washboard-like) potential
(right). The superconducting leads are indicated with dark
color, and the tunnel junction with light color.

which are used as building blocks in qubit applications.
These basic circuits are: single current biased Joseph-
son junction; single Josephson junction (JJ) included in
a superconducting loop (rf SQUID); two Josephson junc-
tions included in a superconducting loop (dc SQUID);
and an ultra-small superconducting island connected to
a massive superconducting electrode via tunnel Joseph-
son junction (Single Cooper pair Box, SCB).

A. Current biased Josephson junction

The simplest superconducting circuit, shown in Fig. 7,
consists of a tunnel junction with superconducting elec-
trodes, a tunnel Josephson junction, connected to a cur-
rent source. An equivalent electrical circuit, which repre-
sents the junction consists of the three lumped elements
connected in parallel: the junction capacitance C, the
junction resistance R, which generally differs from the
normal junction resistance RN and strongly depends on
temperature and applied voltage, and the Josephson ele-
ment associated with the tunneling through the junction.

The current-voltage relations for the junction ca-
pacitance and resistance have standard forms, IC =
C (dV/dt), and IR = V/R. To write down a similar rela-
tion for the Josephson element, it is necessary to intro-
duce the superconducting phase difference ω(t) across the
junction, often simply referred to as the superconducting
phase, which is related to the voltage drop across the
junction,

ω(t) =
2e

h̄

∫

V dt + ω, (5.1)

where ω is the time-independent part of the phase dif-
ference. The phase difference can be also related to a
magnetic flux,

ω =
2e

h̄
Φ = 2ε

Φ

Φ0
, (5.2)

where Φ0 = h/2e is the magnetic flux quantum. The

current through the Josephson element has the form85,

IJ = Ic sinω, (5.3)

where Ic is the critical Josephson current, i.e.
the maximum non-dissipative current that may flow
through the junction. The microscopic theory of
superconductivity111,112,113 gives the following equation
for the Josephson current,

Ic =
ε∆

2eRN
tanh

∆

2T
, (5.4)

where ∆ is the superconducting order parameter, and T
is the temperature. Using these relations and expressing
voltage through the superconducting phase, we can write
down Kirchhoff’s rule for the circuit,

h̄

2e
Cω̈+

h̄

2eR
ω̇+ Ic sinω = Ie, (5.5)

where Ie is the bias current. This equation describes the
dynamics of the phase, and it has the form of a damped
non-linear oscillator. The role of the non-linear induc-
tance is here played by the Josephson element.

The dissipation determines the qubit lifetime, and
therefore circuits suitable for qubit applications must
have extremely small dissipation. Let us assume zero
level of the dissipation, dropping the resistive term in
Eq. (5.5). Then the circuit dynamic equations, using the
mechanical analogy, can be presented in the Lagrangian
form, and, equivalently, in the Hamiltonian form. The
circuit Lagrangian consists of the difference between the
kinetic and potential energies, the electrostatic energy of
the junction capacitors playing the role of kinetic energy,
while the energy of the Josephson current plays the role
of potential energy.

The kinetic energy corresponding to the first term in
the Kirchhoff equation (5.5) reads,

K(ω̇) =

(

h̄

2e

)2 Cω̇2

2
. (5.6)

This energy is equal to the electrostatic energy of the
junction capacitor, CV 2/2. It is convenient to introduce
the charging energy of the junction capacitor charged
with one electron pair (Cooper pair),

EC =
(2e)2

2C
, (5.7)

in which case Eq. (5.6) takes the form

K(ω̇) =
h̄2ω̇2

4EC
. (5.8)

The potential energy corresponds to the last two terms
in Eq. (5.5), and consists of the energy of the Josephson
current, and the magnetic energy of the bias current,

U(ω) = EJ (1 → cosω) →
h̄

2e
Ieω, (5.9)
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Superconducting quantum circuits at the surface
code threshold for fault tolerance
R. Barends1*, J. Kelly1*, A.Megrant1, A.Veitia2, D. Sank1, E. Jeffrey1, T. C.White1, J.Mutus1, A.G. Fowler1,3, B. Campbell1, Y. Chen1,
Z. Chen1, B. Chiaro1, A. Dunsworth1, C. Neill1, P. O’Malley1, P. Roushan1, A. Vainsencher1, J. Wenner1, A. N. Korotkov2,
A. N. Cleland1 & John M. Martinis1

Aquantumcomputercansolvehardproblems,suchasprimefactoring1,2,
database searching3,4 and quantum simulation5, at the cost of need-
ing to protect fragile quantum states from error. Quantum error
correction6 provides this protection by distributing a logical state
amongmany physical quantum bits (qubits) by means of quantum
entanglement. Superconductivity is a useful phenomenon in this
regard, because it allows the construction of large quantum circuits
and is compatiblewithmicrofabrication.For superconductingqubits,
the surface code approach to quantum computing7 is a natural choice
for error correction, because it uses only nearest-neighbour coupling
and rapidly cycled entangling gates. The gate fidelity requirements
aremodest: the per-step fidelity threshold is only about 99 per cent.
Herewe demonstrate a universal set of logic gates in a superconduc-
ting multi-qubit processor, achieving an average single-qubit gate
fidelity of 99.92 per cent and a two-qubit gate fidelity of up to 99.4
per cent. This places Josephson quantum computing at the fault-
tolerance threshold for surface code error correction.Our quantum
processor is a first step towards the surface code, using five qubits
arranged in a linear arraywithnearest-neighbour coupling. As a fur-
ther demonstration, we construct a five-qubitGreenberger–Horne–
Zeilinger state8,9 using the complete circuit and full set of gates. The
results demonstrate that Josephson quantum computing is a high-
fidelity technology,with a clear path to scalingup to large-scale, fault-
tolerant quantum circuits.
Fault tolerance in the surface code is achieved by placing physical

qubits in a chequerboard pattern, with white squares representing data
and black squares representingmeasurement qubits that detect errors.
To perform this detection, each measurement qubit needs to interact
with its four neighbouring data qubits. All that is needed for these inter-
actions are single- and two-qubit gates with sufficiently high fidelity.
Thehigh fidelity demonstratedhere is achieved through a combination
of coherent qubits, a straightforward interconnection architecture and
a novel implementation of the two-qubit controlled-phase entangling
gate. The controlled-phase gate uses a fast but adiabatic qubit frequency
tuning that minimizes error10.
Here the tuneable nature of the qubits and their entangling gates pro-

vides both high fidelity and fast control. Previous demonstrations of
two-qubit gates achieving.99% fidelity used fixed-frequency qubits:
systemsbased onnuclearmagnetic resonance and ion traps have shown
two-qubit gates with fidelities of 99.5% (ref. 11) and 99.3% (ref. 12).
Recently, for a five-qubit ion trap13 and a three-qubit superconducting
system14, two-qubit entanglinggate fidelitiesof95%and96%werereported.
Superconductivity allows for the construction of large quantum inte-

grated circuits as the electrons are condensed into a singlemacroscopic
quantum state.Wehavedesigned a processor to test our ability to imple-
ment the surface code; it consists of five cross-shaped transmon qubits
(Xmons) with nearest-neighbour coupling, arranged in a linear array
(Fig. 1). TheXmonqubit15 offers a nodal approach to connectivitywhile

maintaining a high level of coherence (see Supplementary Information
for decoherence times).Here the four legsof the cross allow for anatural
segmentationof the design into coupling, control and readout.We choose
a modest inter-qubit capacitive coupling strength of g/2p5 30MHz
and use alternating qubit idle frequencies of 5.5 and 4.7GHz, enabling
a controlled-phase gate in 40 ns when two qubits are brought near res-
onance, while minimizing the effective coupling to 0.3MHz when the
qubits are at their idle points. Rotations around theX andY axes in the
Bloch sphere representation are performed using pulses on themicro-
wave (XY) line, whereasZ-axis rotations, which control the phase of the
quantum state, are achieved by a flux-bias current on the frequency-
control (Z) line. We use a dispersive measurement method16 whereby
each qubit is coupled to a readout resonator with a distinct resonance
frequency, enabling simultaneous readout using frequency-domainmul-
tiplexing through a single coplanar waveguide17. The modularity of this
architecturemakes it straightforward to integratemorequbits in the circuit.
We characterize our gate fidelities using Clifford-based randomized

benchmarking11,18,19. TheClifford group is a set of rotations that evenly
samples the Hilbert space, and the benchmarking thus averages across
errors. For the single-qubit case, the Clifford gates (which we hence-
forth refer to simply as Cliffords) comprise p, p/2 and 2p/3 rotations
(Supplementary Information). In randomized benchmarking, a logic
gate is characterized by measuring its performance when it is inter-
leaved with many random sequences of gates, making the measured
fidelity resilient to state preparation and measurement errors. We first
perform a control experiment on a ground-state qubit by generating a
random sequence ofm Cliffords; appending the unique recovery Clif-
ford (Cr) that inverts the sequence; and averaging the experimental
sequence fidelity, the final ground-state population, over k different
sequences19,20. The resulting reference sequence fidelity, Fref, is fitted to
Fref5Apref

m1B, where pref is the sequence decay, and state prepara-
tion and measurement errors are captured in the parameters A and B.
The average error per Clifford of the reference is given by rref5 (12
pref)(d2 1)/d, with d~2Nqubits . We then measure the fidelity of a spe-
cific gate by interleaving it withm randomCliffords. The sequence decay,
pgate, gives the gate error, rgate5 (12 pgate/pref)(d2 1)/d.
The benchmarking results for the single-qubit gates are shown in

Fig. 2. We generate the Cliffords using microwave pulses, from a basis
set of p and p/2 rotations around the X and Y axes (Supplementary
Information). We benchmark X- and Y-axis p and p/2 rotations, the
Hadamard gate (implemented with a p/2 Y rotation (Y/2) followed by
a p X rotation (X)) and Z-axis rotations. From the data in Fig. 2, we
extract the individual gate fidelities listed in the key.We find an average
fidelity of 99.92%over all gates andqubits (Supplementary Information).
The highest fidelities are achieved by optimizing the pulse amplitude and
frequency, and minimizing two-state leakage21.
Wehave alsomeasured the performancewhen simultaneously oper-

ating nearest-neighbour or next-nearest-neighbour qubits22, with the
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Aquantumcomputercansolvehardproblems,suchasprimefactoring1,2,
database searching3,4 and quantum simulation5, at the cost of need-
ing to protect fragile quantum states from error. Quantum error
correction6 provides this protection by distributing a logical state
amongmany physical quantum bits (qubits) by means of quantum
entanglement. Superconductivity is a useful phenomenon in this
regard, because it allows the construction of large quantum circuits
and is compatiblewithmicrofabrication.For superconductingqubits,
the surface code approach to quantum computing7 is a natural choice
for error correction, because it uses only nearest-neighbour coupling
and rapidly cycled entangling gates. The gate fidelity requirements
aremodest: the per-step fidelity threshold is only about 99 per cent.
Herewe demonstrate a universal set of logic gates in a superconduc-
ting multi-qubit processor, achieving an average single-qubit gate
fidelity of 99.92 per cent and a two-qubit gate fidelity of up to 99.4
per cent. This places Josephson quantum computing at the fault-
tolerance threshold for surface code error correction.Our quantum
processor is a first step towards the surface code, using five qubits
arranged in a linear arraywithnearest-neighbour coupling. As a fur-
ther demonstration, we construct a five-qubitGreenberger–Horne–
Zeilinger state8,9 using the complete circuit and full set of gates. The
results demonstrate that Josephson quantum computing is a high-
fidelity technology,with a clear path to scalingup to large-scale, fault-
tolerant quantum circuits.
Fault tolerance in the surface code is achieved by placing physical

qubits in a chequerboard pattern, with white squares representing data
and black squares representingmeasurement qubits that detect errors.
To perform this detection, each measurement qubit needs to interact
with its four neighbouring data qubits. All that is needed for these inter-
actions are single- and two-qubit gates with sufficiently high fidelity.
Thehigh fidelity demonstratedhere is achieved through a combination
of coherent qubits, a straightforward interconnection architecture and
a novel implementation of the two-qubit controlled-phase entangling
gate. The controlled-phase gate uses a fast but adiabatic qubit frequency
tuning that minimizes error10.
Here the tuneable nature of the qubits and their entangling gates pro-

vides both high fidelity and fast control. Previous demonstrations of
two-qubit gates achieving.99% fidelity used fixed-frequency qubits:
systemsbased onnuclearmagnetic resonance and ion traps have shown
two-qubit gates with fidelities of 99.5% (ref. 11) and 99.3% (ref. 12).
Recently, for a five-qubit ion trap13 and a three-qubit superconducting
system14, two-qubit entanglinggate fidelitiesof95%and96%werereported.
Superconductivity allows for the construction of large quantum inte-

grated circuits as the electrons are condensed into a singlemacroscopic
quantum state.Wehavedesigned a processor to test our ability to imple-
ment the surface code; it consists of five cross-shaped transmon qubits
(Xmons) with nearest-neighbour coupling, arranged in a linear array
(Fig. 1). TheXmonqubit15 offers a nodal approach to connectivitywhile

maintaining a high level of coherence (see Supplementary Information
for decoherence times).Here the four legsof the cross allow for anatural
segmentationof the design into coupling, control and readout.We choose
a modest inter-qubit capacitive coupling strength of g/2p5 30MHz
and use alternating qubit idle frequencies of 5.5 and 4.7GHz, enabling
a controlled-phase gate in 40 ns when two qubits are brought near res-
onance, while minimizing the effective coupling to 0.3MHz when the
qubits are at their idle points. Rotations around theX andY axes in the
Bloch sphere representation are performed using pulses on themicro-
wave (XY) line, whereasZ-axis rotations, which control the phase of the
quantum state, are achieved by a flux-bias current on the frequency-
control (Z) line. We use a dispersive measurement method16 whereby
each qubit is coupled to a readout resonator with a distinct resonance
frequency, enabling simultaneous readout using frequency-domainmul-
tiplexing through a single coplanar waveguide17. The modularity of this
architecturemakes it straightforward to integratemorequbits in the circuit.
We characterize our gate fidelities using Clifford-based randomized

benchmarking11,18,19. TheClifford group is a set of rotations that evenly
samples the Hilbert space, and the benchmarking thus averages across
errors. For the single-qubit case, the Clifford gates (which we hence-
forth refer to simply as Cliffords) comprise p, p/2 and 2p/3 rotations
(Supplementary Information). In randomized benchmarking, a logic
gate is characterized by measuring its performance when it is inter-
leaved with many random sequences of gates, making the measured
fidelity resilient to state preparation and measurement errors. We first
perform a control experiment on a ground-state qubit by generating a
random sequence ofm Cliffords; appending the unique recovery Clif-
ford (Cr) that inverts the sequence; and averaging the experimental
sequence fidelity, the final ground-state population, over k different
sequences19,20. The resulting reference sequence fidelity, Fref, is fitted to
Fref5Apref

m1B, where pref is the sequence decay, and state prepara-
tion and measurement errors are captured in the parameters A and B.
The average error per Clifford of the reference is given by rref5 (12
pref)(d2 1)/d, with d~2Nqubits . We then measure the fidelity of a spe-
cific gate by interleaving it withm randomCliffords. The sequence decay,
pgate, gives the gate error, rgate5 (12 pgate/pref)(d2 1)/d.
The benchmarking results for the single-qubit gates are shown in

Fig. 2. We generate the Cliffords using microwave pulses, from a basis
set of p and p/2 rotations around the X and Y axes (Supplementary
Information). We benchmark X- and Y-axis p and p/2 rotations, the
Hadamard gate (implemented with a p/2 Y rotation (Y/2) followed by
a p X rotation (X)) and Z-axis rotations. From the data in Fig. 2, we
extract the individual gate fidelities listed in the key.We find an average
fidelity of 99.92%over all gates andqubits (Supplementary Information).
The highest fidelities are achieved by optimizing the pulse amplitude and
frequency, and minimizing two-state leakage21.
Wehave alsomeasured the performancewhen simultaneously oper-

ating nearest-neighbour or next-nearest-neighbour qubits22, with the
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qubits at dissimilar idle frequencies to minimize coupling. The fideli-
ties are essentially unchanged, with small added errors of , 1024

(Supplementary Information), showing a high degree of addressability
for this architecture.
The two-qubit controlled-phase gate is implemented by tuning one

qubit in frequency along a ‘fast adiabatic’ trajectory10 that takes the two-
qubit state j11æclose to theavoided level crossingwith thestate j02æ (ref. 23),
yielding a state-dependent relative phase shift (Fig. 3a). This implemen-
tation is the natural choice for weakly anharmonic, frequency-tunable
qubits, because the other computational states are left unchanged23–25.
It is advantageous that the controlled-phase gate is adiabatic as well as
fast. An adiabatic trajectory is easily optimized and allows for leakage
into the non-computational state j02æ to be exponentially suppressed
with gate duration, because slower gates are less likely to lead to
undesired transitions10. Having a fast controlled-phase gate minimizes the
accumulation of errors from decoherence and unwanted entanglement
with other circuit elements, which is favourable for fault tolerance.

The benchmarking results of the controlled-phase gate are shown in
Fig. 3b. Similar to the single-qubit case, we generate sequences of two-
qubit Cliffords to produce a reference curve, and then interleave the
controlled-phase gate to extract the fidelity. An example pulse sequence
for anm5 55Clifford sequence is shown inFig. 3c.We find a controlled-
phase gate fidelity of up to 99.446 0.05%, consistent with the average
error per Clifford (Supplementary Information). We find fidelities of
between99.0%and99.44% for all fourpairs ofnearest-neighbourqubits
(Supplementary Information). This is a clear demonstration of high-
fidelity single- and two-qubit gates in amulti-qubit Josephson quantum
processor. The two-qubit gate fidelity compares well with the highest
values reported for other mature quantum systems: for nuclear mag-
netic resonance and ion traps, entangling gate fidelities are as high as
99.5%(ref. 11) and99.3%(ref. 12). Importantly,wehave verifiedby simu-
lation that the experimentally obtained gate fidelities are at the threshold
for surface codequantumerror correction (Supplementary Information).
We are optimistic that we can improve on these gate fidelities with

modest effort. The controlled-phase gate fidelity is limited by three error
mechanisms: decoherence (55%of the total error), control error (24%)
and state leakage (21%) (Supplementary Information). Decoherence
can be suppressedwith enhancedmaterials and optimized fabrication26,27.
Imperfections in control arise primarily from reflections and stray induc-
tances in wiring, and can be improved using conventional microwave
techniques. Given the adiabatic nature of the controlled-phase gate,
two-state leakage can be suppressed by slightly increasing the gate time10.
We showcase themodularity of this set of quantum logic gates by con-

structing a maximally entangled Greenberger–Horne–Zeilinger (GHZ)
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Figure 2 | Single-qubit randomized benchmarking. a, A reference
experiment is performed by generating a sequence of m random Cliffords,
which are inverted by the recoveryClifford,Cr. A specific gate,H, is tested using
a sequence that interleavesHwithm randomCliffords. The difference between
interleaved and reference decay gives the gate fidelity. b, Representative
pulse sequence for a set of four Cliffords and their recovery, generated with p
and p/2 rotations aboutX andY, displaying both the real (I) and imaginary (Q)
microwave pulse envelopes before up-conversion by quadrature mixing to
the qubit frequency. c, Randomized benchmarking measurement for the set of
single-qubit gates for qubit Q2, plotting reference and interleaved sequence
fidelities as functions of the length, m; the fidelity for each value of m was
measured for k5 40 different sequences. The fit to the reference set yields an
average error per Clifford of rref5 0.0011, consistent with an average gate
fidelity of 12 rref/1.8755 0.9994 (Supplementary Information). The dashed
lines indicate the thresholds for exceeding gate fidelities of 0.998 and 0.999. The
fidelities for the single-qubit gates are tabulated in the key.We find that all gates
have a fidelity greater than 0.999. The error bars on the data points are the
standard deviations from the mean. The uncertainty in gate fidelity is typically
53 1025, determined by bootstrapping.
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Figure 1 | Architecture. a, Optical image of the integrated Josephson
quantum processor, consisting of aluminium (dark) on sapphire (light). The
five cross-shaped devices (Q0–Q4) are the Xmon variant of the transmon
qubits30, placed in a linear array. To the left of the qubits are five meandering
coplanar waveguide resonators used for individual state readout. Control
wiring is brought in from the contact pads at the edge of the chip, ending at
the right of the qubits. b, Circuit diagram. Our architecture uses direct,
nearest-neighbour coupling of the qubits (red/orange), made possible by the
nodal connectivity of the Xmon qubit. Using a single readout line, each qubit
can be measured using frequency-domain multiplexing (blue). Individual
qubits are driven through capacitively coupled microwave control lines (XY),
and frequency control is achieved through inductively coupled d.c. lines (Z)
(violet). c, Schematic representation of an entangling operation using a
controlled-phase gate with unitary representation UCZ; (I) qubits at rest, at
distinct frequencies with minimal interaction; (II) when brought near
resonance, the state-dependent frequency shift brings about a rotation
conditional on the qubit states; (III) qubits are returned to their rest frequency.
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qubits at dissimilar idle frequencies to minimize coupling. The fideli-
ties are essentially unchanged, with small added errors of , 1024

(Supplementary Information), showing a high degree of addressability
for this architecture.
The two-qubit controlled-phase gate is implemented by tuning one

qubit in frequency along a ‘fast adiabatic’ trajectory10 that takes the two-
qubit state j11æclose to theavoided level crossingwith thestate j02æ (ref. 23),
yielding a state-dependent relative phase shift (Fig. 3a). This implemen-
tation is the natural choice for weakly anharmonic, frequency-tunable
qubits, because the other computational states are left unchanged23–25.
It is advantageous that the controlled-phase gate is adiabatic as well as
fast. An adiabatic trajectory is easily optimized and allows for leakage
into the non-computational state j02æ to be exponentially suppressed
with gate duration, because slower gates are less likely to lead to
undesired transitions10. Having a fast controlled-phase gate minimizes the
accumulation of errors from decoherence and unwanted entanglement
with other circuit elements, which is favourable for fault tolerance.

The benchmarking results of the controlled-phase gate are shown in
Fig. 3b. Similar to the single-qubit case, we generate sequences of two-
qubit Cliffords to produce a reference curve, and then interleave the
controlled-phase gate to extract the fidelity. An example pulse sequence
for anm5 55Clifford sequence is shown inFig. 3c.We find a controlled-
phase gate fidelity of up to 99.446 0.05%, consistent with the average
error per Clifford (Supplementary Information). We find fidelities of
between99.0%and99.44% for all fourpairs ofnearest-neighbourqubits
(Supplementary Information). This is a clear demonstration of high-
fidelity single- and two-qubit gates in amulti-qubit Josephson quantum
processor. The two-qubit gate fidelity compares well with the highest
values reported for other mature quantum systems: for nuclear mag-
netic resonance and ion traps, entangling gate fidelities are as high as
99.5%(ref. 11) and99.3%(ref. 12). Importantly,wehave verifiedby simu-
lation that the experimentally obtained gate fidelities are at the threshold
for surface codequantumerror correction (Supplementary Information).
We are optimistic that we can improve on these gate fidelities with

modest effort. The controlled-phase gate fidelity is limited by three error
mechanisms: decoherence (55%of the total error), control error (24%)
and state leakage (21%) (Supplementary Information). Decoherence
can be suppressedwith enhancedmaterials and optimized fabrication26,27.
Imperfections in control arise primarily from reflections and stray induc-
tances in wiring, and can be improved using conventional microwave
techniques. Given the adiabatic nature of the controlled-phase gate,
two-state leakage can be suppressed by slightly increasing the gate time10.
We showcase themodularity of this set of quantum logic gates by con-

structing a maximally entangled Greenberger–Horne–Zeilinger (GHZ)
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which are inverted by the recoveryClifford,Cr. A specific gate,H, is tested using
a sequence that interleavesHwithm randomCliffords. The difference between
interleaved and reference decay gives the gate fidelity. b, Representative
pulse sequence for a set of four Cliffords and their recovery, generated with p
and p/2 rotations aboutX andY, displaying both the real (I) and imaginary (Q)
microwave pulse envelopes before up-conversion by quadrature mixing to
the qubit frequency. c, Randomized benchmarking measurement for the set of
single-qubit gates for qubit Q2, plotting reference and interleaved sequence
fidelities as functions of the length, m; the fidelity for each value of m was
measured for k5 40 different sequences. The fit to the reference set yields an
average error per Clifford of rref5 0.0011, consistent with an average gate
fidelity of 12 rref/1.8755 0.9994 (Supplementary Information). The dashed
lines indicate the thresholds for exceeding gate fidelities of 0.998 and 0.999. The
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Figure 1 | Architecture. a, Optical image of the integrated Josephson
quantum processor, consisting of aluminium (dark) on sapphire (light). The
five cross-shaped devices (Q0–Q4) are the Xmon variant of the transmon
qubits30, placed in a linear array. To the left of the qubits are five meandering
coplanar waveguide resonators used for individual state readout. Control
wiring is brought in from the contact pads at the edge of the chip, ending at
the right of the qubits. b, Circuit diagram. Our architecture uses direct,
nearest-neighbour coupling of the qubits (red/orange), made possible by the
nodal connectivity of the Xmon qubit. Using a single readout line, each qubit
can be measured using frequency-domain multiplexing (blue). Individual
qubits are driven through capacitively coupled microwave control lines (XY),
and frequency control is achieved through inductively coupled d.c. lines (Z)
(violet). c, Schematic representation of an entangling operation using a
controlled-phase gate with unitary representation UCZ; (I) qubits at rest, at
distinct frequencies with minimal interaction; (II) when brought near
resonance, the state-dependent frequency shift brings about a rotation
conditional on the qubit states; (III) qubits are returned to their rest frequency.
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state across all five qubits in our processor (Fig. 4, top). The N-qubit
GHZ state GHZj i~ 0j i6Nz 1j i6N! "# ffiffiffi

2
p

is constructed with single-
and two-qubit gates, using simultaneous control and readout of all

qubits. This algorithm is shown in Fig. 4 (bottom), the state is assem-
bledby entanglingone additional qubit at a time.The algorithm ishighly
sensitive to control error and decoherence on any computational ele-
ment.We fully characterize the Bell andGHZ states by using quantum
state tomography9, where quadratic maximum-likelihood estimation is
used to extract each density matrix, r, from the measurement data,
while satisfying the physical constraints that r beHermitian, have unit
trace and be positive semi-definite (Supplementary Information). The
density matrices are plotted in the traditional cityscape style, and show
significant elements only at the ideal locations.We find respective state
fidelities of Tr(ridealr)5 99.5%6 0.4%, 96.0%6 0.5%, 86.3%6 0.5%
and 81.7%6 0.5% for the N5 2 Bell state and the N5 3, 4 and 5 GHZ
states. A GHZ state fidelity of more than 50% satisfies the criterion for
genuine entanglement28. It is interesting to note that the ratios of off-
diagonal to diagonal amplitudes jrj0i6N ,j1i6N j2

.
rj0i6N ,j0i6Nrj1i6N ,j1i6N

have the values 0.99, 0.98, 0.99 and 0.99, suggesting that dephasing is
small, uncorrelated or both. The five-qubit GHZ state is the largest to-
mographic measurement of multi-qubit entanglement demonstrated
so far in the solid state8,9, andhas a state fidelity similar to results obtained
in ion traps29. This demonstrates that complex quantum states can be
constructed with high fidelity in a modular fashion, highlighting the
potential formore intricate algorithms on this multipurpose quantum
processor.
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Figure 4 | Quantum state tomography and generation of the GHZ states.
Top: respective real parts of the densitymatrix r for theN5 2 Bell state and the
N5 3, 4 and 5 GHZ states, measured by quantum state tomography. Ideal
density matrix elements are transparent, with value 0.5 at the four corners.

Bottom: algorithmused to construct the states. See Supplementary Information
for Im(r), the Pauli operator representation and the full gate sequence, which
includes Hahn spin-echo pulses.

Figure 3 | Controlled-phase gate physics and randomized benchmarking
results. a, We use the | 1B1Aæ and |0B2Aæ avoided level crossing to implement a
high-fidelity controlled-phase gate, with the fast adiabatic tuning of qubit A
giving a selective p phase change of | 1B1Aæ. The energy level diagram shows
qubitA approaching and leaving the avoided level crossing from
above (top, blue dashed line), following a fast (43 ns) yet effectively adiabatic
trajectory (bottom, solid blue line). Unwanted state leakage from |1B1Aæ to
| 0B2Aæ (red dashed line) is minimized by adjusting the trajectory.
b, Randomized benchmarking data (k5 100) of the controlled-phase gate (CZ)
for the qubit pair Q2 and Q3, using the two-qubit Clifford group, C2

(Supplementary Information). Reference data are in black (rref5 0.0189);
interleaved data are in blue rC2zCZ~0:0244ð Þ. Dashed lines indicate the
thresholds for gate fidelities of 0.98 and 0.99. We find a controlled-phase gate
fidelity of 0.99446 0.0005 (uncertainty from bootstrapping). c, Coherent
microwave (XY) and frequency (Z) control of the quantum state while
performing a complex two-qubit algorithm; the sequence contains more than
500 gates, corresponding to the characteristic reference decay of m5 55, and
is more than 7ms long. The rightmost panel shows an example Clifford
from the iSWAP class, comprising single-qubit rotations and two controlled-
phase gates (Supplementary Information).
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Superconducting quantum circuits at the surface
code threshold for fault tolerance
R. Barends1*, J. Kelly1*, A.Megrant1, A.Veitia2, D. Sank1, E. Jeffrey1, T. C.White1, J.Mutus1, A.G. Fowler1,3, B. Campbell1, Y. Chen1,
Z. Chen1, B. Chiaro1, A. Dunsworth1, C. Neill1, P. O’Malley1, P. Roushan1, A. Vainsencher1, J. Wenner1, A. N. Korotkov2,
A. N. Cleland1 & John M. Martinis1

Aquantumcomputercansolvehardproblems,suchasprimefactoring1,2,
database searching3,4 and quantum simulation5, at the cost of need-
ing to protect fragile quantum states from error. Quantum error
correction6 provides this protection by distributing a logical state
amongmany physical quantum bits (qubits) by means of quantum
entanglement. Superconductivity is a useful phenomenon in this
regard, because it allows the construction of large quantum circuits
and is compatiblewithmicrofabrication.For superconductingqubits,
the surface code approach to quantum computing7 is a natural choice
for error correction, because it uses only nearest-neighbour coupling
and rapidly cycled entangling gates. The gate fidelity requirements
aremodest: the per-step fidelity threshold is only about 99 per cent.
Herewe demonstrate a universal set of logic gates in a superconduc-
ting multi-qubit processor, achieving an average single-qubit gate
fidelity of 99.92 per cent and a two-qubit gate fidelity of up to 99.4
per cent. This places Josephson quantum computing at the fault-
tolerance threshold for surface code error correction.Our quantum
processor is a first step towards the surface code, using five qubits
arranged in a linear arraywithnearest-neighbour coupling. As a fur-
ther demonstration, we construct a five-qubitGreenberger–Horne–
Zeilinger state8,9 using the complete circuit and full set of gates. The
results demonstrate that Josephson quantum computing is a high-
fidelity technology,with a clear path to scalingup to large-scale, fault-
tolerant quantum circuits.
Fault tolerance in the surface code is achieved by placing physical

qubits in a chequerboard pattern, with white squares representing data
and black squares representingmeasurement qubits that detect errors.
To perform this detection, each measurement qubit needs to interact
with its four neighbouring data qubits. All that is needed for these inter-
actions are single- and two-qubit gates with sufficiently high fidelity.
Thehigh fidelity demonstratedhere is achieved through a combination
of coherent qubits, a straightforward interconnection architecture and
a novel implementation of the two-qubit controlled-phase entangling
gate. The controlled-phase gate uses a fast but adiabatic qubit frequency
tuning that minimizes error10.
Here the tuneable nature of the qubits and their entangling gates pro-

vides both high fidelity and fast control. Previous demonstrations of
two-qubit gates achieving.99% fidelity used fixed-frequency qubits:
systemsbased onnuclearmagnetic resonance and ion traps have shown
two-qubit gates with fidelities of 99.5% (ref. 11) and 99.3% (ref. 12).
Recently, for a five-qubit ion trap13 and a three-qubit superconducting
system14, two-qubit entanglinggate fidelitiesof95%and96%werereported.
Superconductivity allows for the construction of large quantum inte-

grated circuits as the electrons are condensed into a singlemacroscopic
quantum state.Wehavedesigned a processor to test our ability to imple-
ment the surface code; it consists of five cross-shaped transmon qubits
(Xmons) with nearest-neighbour coupling, arranged in a linear array
(Fig. 1). TheXmonqubit15 offers a nodal approach to connectivitywhile

maintaining a high level of coherence (see Supplementary Information
for decoherence times).Here the four legsof the cross allow for anatural
segmentationof the design into coupling, control and readout.We choose
a modest inter-qubit capacitive coupling strength of g/2p5 30MHz
and use alternating qubit idle frequencies of 5.5 and 4.7GHz, enabling
a controlled-phase gate in 40 ns when two qubits are brought near res-
onance, while minimizing the effective coupling to 0.3MHz when the
qubits are at their idle points. Rotations around theX andY axes in the
Bloch sphere representation are performed using pulses on themicro-
wave (XY) line, whereasZ-axis rotations, which control the phase of the
quantum state, are achieved by a flux-bias current on the frequency-
control (Z) line. We use a dispersive measurement method16 whereby
each qubit is coupled to a readout resonator with a distinct resonance
frequency, enabling simultaneous readout using frequency-domainmul-
tiplexing through a single coplanar waveguide17. The modularity of this
architecturemakes it straightforward to integratemorequbits in the circuit.
We characterize our gate fidelities using Clifford-based randomized

benchmarking11,18,19. TheClifford group is a set of rotations that evenly
samples the Hilbert space, and the benchmarking thus averages across
errors. For the single-qubit case, the Clifford gates (which we hence-
forth refer to simply as Cliffords) comprise p, p/2 and 2p/3 rotations
(Supplementary Information). In randomized benchmarking, a logic
gate is characterized by measuring its performance when it is inter-
leaved with many random sequences of gates, making the measured
fidelity resilient to state preparation and measurement errors. We first
perform a control experiment on a ground-state qubit by generating a
random sequence ofm Cliffords; appending the unique recovery Clif-
ford (Cr) that inverts the sequence; and averaging the experimental
sequence fidelity, the final ground-state population, over k different
sequences19,20. The resulting reference sequence fidelity, Fref, is fitted to
Fref5Apref

m1B, where pref is the sequence decay, and state prepara-
tion and measurement errors are captured in the parameters A and B.
The average error per Clifford of the reference is given by rref5 (12
pref)(d2 1)/d, with d~2Nqubits . We then measure the fidelity of a spe-
cific gate by interleaving it withm randomCliffords. The sequence decay,
pgate, gives the gate error, rgate5 (12 pgate/pref)(d2 1)/d.
The benchmarking results for the single-qubit gates are shown in

Fig. 2. We generate the Cliffords using microwave pulses, from a basis
set of p and p/2 rotations around the X and Y axes (Supplementary
Information). We benchmark X- and Y-axis p and p/2 rotations, the
Hadamard gate (implemented with a p/2 Y rotation (Y/2) followed by
a p X rotation (X)) and Z-axis rotations. From the data in Fig. 2, we
extract the individual gate fidelities listed in the key.We find an average
fidelity of 99.92%over all gates andqubits (Supplementary Information).
The highest fidelities are achieved by optimizing the pulse amplitude and
frequency, and minimizing two-state leakage21.
Wehave alsomeasured the performancewhen simultaneously oper-

ating nearest-neighbour or next-nearest-neighbour qubits22, with the
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The promise of quantum computers is that certain computational tasks might be 
executed exponentially faster on a quantum processor than on a classical processor1. A 
fundamental challenge is to build a high-!delity processor capable of running quantum 
algorithms in an exponentially large computational space. Here we report the use of a 
processor with programmable superconducting qubits2–7 to create quantum states on 
53 qubits, corresponding to a computational state-space of dimension 253 (about 1016). 
Measurements from repeated experiments sample the resulting probability 
distribution, which we verify using classical simulations. Our Sycamore processor takes 
about 200 seconds to sample one instance of a quantum circuit a million times—our 
benchmarks currently indicate that the equivalent task for a state-of-the-art classical 
supercomputer would take approximately 10,000 years. This dramatic increase in 
speed compared to all known classical algorithms is an experimental realization of 
quantum supremacy8–14 for this speci!c computational task, heralding a much-
anticipated computing paradigm.

In the early 1980s, Richard Feynman proposed that a quantum computer 
would be an effective tool with which to solve problems in physics 
and chemistry, given that it is exponentially costly to simulate large 
quantum systems with classical computers1. Realizing Feynman’s vision 
poses substantial experimental and theoretical challenges. First, can 
a quantum system be engineered to perform a computation in a large 
enough computational (Hilbert) space and with a low enough error 
rate to provide a quantum speedup? Second, can we formulate a prob-
lem that is hard for a classical computer but easy for a quantum com-
puter? By computing such a benchmark task on our superconducting 
qubit processor, we tackle both questions. Our experiment achieves 
quantum supremacy, a milestone on the path to full-scale quantum 
computing8–14.

In reaching this milestone, we show that quantum speedup is achiev-
able in a real-world system and is not precluded by any hidden physical 
laws. Quantum supremacy also heralds the era of noisy intermediate-
scale quantum (NISQ) technologies15. The benchmark task we demon-
strate has an immediate application in generating certifiable random 
numbers (S. Aaronson, manuscript in preparation); other initial uses 
for this new computational capability may include optimization16,17, 
machine learning18–21, materials science and chemistry22–24. However, 
realizing the full promise of quantum computing (using Shor’s algorithm 
for factoring, for example) still requires technical leaps to engineer 
fault-tolerant logical qubits25–29.

To achieve quantum supremacy, we made a number of techni-
cal advances which also pave the way towards error correction. We 
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developed fast, high-fidelity gates that can be executed simultaneously 
across a two-dimensional qubit array. We calibrated and benchmarked 
the processor at both the component and system level using a powerful 
new tool: cross-entropy benchmarking11. Finally, we used component-
level fidelities to accurately predict the performance of the whole sys-
tem, further showing that quantum information behaves as expected 
when scaling to large systems.

A suitable computational task
To demonstrate quantum supremacy, we compare our quantum proces-
sor against state-of-the-art classical computers in the task of sampling 
the output of a pseudo-random quantum circuit11,13,14. Random circuits 
are a suitable choice for benchmarking because they do not possess 
structure and therefore allow for limited guarantees of computational 
hardness10–12. We design the circuits to entangle a set of quantum bits 
(qubits) by repeated application of single-qubit and two-qubit logi-
cal operations. Sampling the quantum circuit’s output produces a set 
of bitstrings, for example {0000101, 1011100, …}. Owing to quantum 
interference, the probability distribution of the bitstrings resembles 
a speckled intensity pattern produced by light interference in laser 
scatter, such that some bitstrings are much more likely to occur than 
others. Classically computing this probability distribution becomes 
exponentially more difficult as the number of qubits (width) and number 
of gate cycles (depth) grow.

We verify that the quantum processor is working properly using a 
method called cross-entropy benchmarking11,12,14, which compares how 
often each bitstring is observed experimentally with its corresponding 
ideal probability computed via simulation on a classical computer. For 
a given circuit, we collect the measured bitstrings {xi} and compute the 
linear cross-entropy benchmarking fidelity11,13,14 (see also Supplementary 
Information), which is the mean of the simulated probabilities of the 
bitstrings we measured:

F P x= 2 " ( )# − 1 (1)n
i iXEB

where n is the number of qubits, P(xi) is the probability of bitstring xi 
computed for the ideal quantum circuit, and the average is over the 
observed bitstrings. Intuitively, FXEB is correlated with how often we 
sample high-probability bitstrings. When there are no errors in the 
quantum circuit, the distribution of probabilities is exponential (see 
Supplementary Information), and sampling from this distribution will 
produce F = 1XEB . On the other hand, sampling from the uniform  
distribution will give "P(xi)#i = 1/2n and produce F = 0XEB . Values of FXEB 
between 0 and 1 correspond to the probability that no error has occurred 
while running the circuit. The probabilities P(xi) must be obtained from 
classically simulating the quantum circuit, and thus computing FXEB is 
intractable in the regime of quantum supremacy. However, with certain 
circuit simplifications, we can obtain quantitative fidelity estimates of 
a fully operating processor running wide and deep quantum circuits.

Our goal is to achieve a high enough FXEB for a circuit with sufficient 
width and depth such that the classical computing cost is prohibitively 
large. This is a difficult task because our logic gates are imperfect and 
the quantum states we intend to create are sensitive to errors. A single 
bit or phase flip over the course of the algorithm will completely shuffle 
the speckle pattern and result in close to zero fidelity11 (see also Sup-
plementary Information). Therefore, in order to claim quantum suprem-
acy we need a quantum processor that executes the program with 
sufficiently low error rates.

Building a high-fidelity processor
We designed a quantum processor named ‘Sycamore’ which consists 
of a two-dimensional array of 54 transmon qubits, where each qubit is 
tunably coupled to four nearest neighbours, in a rectangular lattice. The 

connectivity was chosen to be forward-compatible with error correc-
tion using the surface code26. A key systems engineering advance of this 
device is achieving high-fidelity single- and two-qubit operations, not 
just in isolation but also while performing a realistic computation with 
simultaneous gate operations on many qubits. We discuss the highlights 
below; see also the Supplementary Information.

In a superconducting circuit, conduction electrons condense into a 
macroscopic quantum state, such that currents and voltages behave 
quantum mechanically2,30. Our processor uses transmon qubits6, which 
can be thought of as nonlinear superconducting resonators at 5–7 GHz. 
The qubit is encoded as the two lowest quantum eigenstates of the 
resonant circuit. Each transmon has two controls: a microwave drive 
to excite the qubit, and a magnetic flux control to tune the frequency. 
Each qubit is connected to a linear resonator used to read out the qubit 
state5. As shown in Fig. 1, each qubit is also connected to its neighbouring 
qubits using a new adjustable coupler31,32. Our coupler design allows us 
to quickly tune the qubit–qubit coupling from completely off to 40 MHz. 
One qubit did not function properly, so the device uses 53 qubits and 
86 couplers.

The processor is fabricated using aluminium for metallization and 
Josephson junctions, and indium for bump-bonds between two silicon 
wafers. The chip is wire-bonded to a superconducting circuit board 
and cooled to below 20 mK in a dilution refrigerator to reduce ambient 
thermal energy to well below the qubit energy. The processor is con-
nected through filters and attenuators to room-temperature electronics, 

Qubit Adjustable coupler

a

b

10 mm

Fig. 1 | The Sycamore processor. a, Layout of processor, showing a rectangular 
array of 54 qubits (grey), each connected to its four nearest neighbours with 
couplers (blue). The inoperable qubit is outlined. b, Photograph of the  
Sycamore chip.
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fundamental challenge is to build a high-!delity processor capable of running quantum 
algorithms in an exponentially large computational space. Here we report the use of a 
processor with programmable superconducting qubits2–7 to create quantum states on 
53 qubits, corresponding to a computational state-space of dimension 253 (about 1016). 
Measurements from repeated experiments sample the resulting probability 
distribution, which we verify using classical simulations. Our Sycamore processor takes 
about 200 seconds to sample one instance of a quantum circuit a million times—our 
benchmarks currently indicate that the equivalent task for a state-of-the-art classical 
supercomputer would take approximately 10,000 years. This dramatic increase in 
speed compared to all known classical algorithms is an experimental realization of 
quantum supremacy8–14 for this speci!c computational task, heralding a much-
anticipated computing paradigm.

In the early 1980s, Richard Feynman proposed that a quantum computer 
would be an effective tool with which to solve problems in physics 
and chemistry, given that it is exponentially costly to simulate large 
quantum systems with classical computers1. Realizing Feynman’s vision 
poses substantial experimental and theoretical challenges. First, can 
a quantum system be engineered to perform a computation in a large 
enough computational (Hilbert) space and with a low enough error 
rate to provide a quantum speedup? Second, can we formulate a prob-
lem that is hard for a classical computer but easy for a quantum com-
puter? By computing such a benchmark task on our superconducting 
qubit processor, we tackle both questions. Our experiment achieves 
quantum supremacy, a milestone on the path to full-scale quantum 
computing8–14.

In reaching this milestone, we show that quantum speedup is achiev-
able in a real-world system and is not precluded by any hidden physical 
laws. Quantum supremacy also heralds the era of noisy intermediate-
scale quantum (NISQ) technologies15. The benchmark task we demon-
strate has an immediate application in generating certifiable random 
numbers (S. Aaronson, manuscript in preparation); other initial uses 
for this new computational capability may include optimization16,17, 
machine learning18–21, materials science and chemistry22–24. However, 
realizing the full promise of quantum computing (using Shor’s algorithm 
for factoring, for example) still requires technical leaps to engineer 
fault-tolerant logical qubits25–29.

To achieve quantum supremacy, we made a number of techni-
cal advances which also pave the way towards error correction. We 
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Sammanfattning av remissinstansens synpunkter  
Sveriges forskningsinstitut RISE instämmer i förslaget med reservation för att strategin 
behöver utvecklas så att den tydligt: 

 
• förmedlar en vision av skolväsendets digitalisering 2027 eller senare 
• adresserar skolan som system och samhällsbärande institution 
• vägleder kring digitalisering för både innovation och effektivisering 
• lyfter fram effektmål för digital kompetens även för lärare och rektorer/chefer 
• adresserar ojämlikheten mellan skolhuvudmännen avseende i vilken grad barn och 

elever erbjuds en relevant digital lärmiljö. 

RISE förslår också att ett tredje övergripande mål med två tillhörande delmål om forskning 
och uppföljning (effektivitet) samt om utforskande av digitaliseringens möjligheter 
(innovation) adderas. 

 

Utgångpunkt för RISE ställningstaganden 
Som oberoende forskningsinstitut följer och stödjer RISE dagligen den alltmer accelererande 
samhällsutvecklingen. En utveckling där digitalisering är både katalysator och motor.  

I dessa dagar tas också ett gigantiskt (digitalt) utvecklingssteg som spås bli ett av det mest 
omvälvande mänskligheten upplevt. För första gången i vår historia är det möjligt för gemene 
man att för egen del nyttja potentialen och kraften i artificiell intelligens (AI). Detta steg 
jämförs med den stora samhällstransformation som pågått sedan alla fick tillgång till internet. 
Skillnaden är att det nu går mycket fortare. Som exempel kan nämnas att det tog endast fem 
dagar för den artificiella intelligensen (språkmodellen) ChatGPT 1 att nå en miljon användare, 
att jämföra med att det tog tio månader för Facebook och 3,5 år för strömningstjänsten Netflix 
att göra detsamma. 

 
1 https://openai.com/ 

Quantum Volume (QV) (IBM 2019)

Figure 3. IBM QV pseudo-random quantum circuit (Cross et al., 2019) consisting of
d layers (depth) of random permutations ω of the N qubit labels, followed by random
SU(4) two-qubit gates. When the circuit width N is odd, one of the qubits is idle in
each layer. From (Cross et al., 2019).

proof of principle, but hardly provides any useful result. One needs to have FXEB → 1 to be
able to run algorithms, useful or not.

To demonstrate quantum supremacy one must achieve a high enough FXEB for a circuit
with su!cient width and depth such that the classical computing cost of P (xi) for the full
circuit is intractable. P (xi) must be calculated classically by simulating the ideal quantum
circuit, which is formallly intractable in the region of quantum supremacy. Since at least
2016 it has been understood that Random Circuit Sampling (RCS), the task to sample the
2N bitstring output of a pseudo-random quantum circuit, will not scale to arbitrarily many
qubits without error-correction (Aaronson and Chen, 2017). Bouland et al. (2019) provided
strong complexity theoretic evidence of classical hardness of RCS, placing it on par with the
best theoretical proposals for supremacy. However, very recently Aharonov et al. (2022) (see
also Brubaker (2023)) produced a polynomial time classical algorithm for sampling from the
output distribution of a noisy random quantum circuit. This gives strong evidence that, in
the presence of a constant rate of noise per gate, random circuit sampling (RCS) cannot be
the basis of a scalable experimental violation of the extended Church-Turing thesis. Noise kills
entanglement and makes RCS classically tractable (provided the HPC has enough memory to
do the calculation).

However, the algorithm does not directly address finite-size RCS-based quantum
supremacy experiments (Aharonov et al., 2022), so the result is not directly applicable to
current attempts to invalidate the quantum supremacy results (Arute et al., 2019; Wu et al.,
2021; Zhu et al., 2022) using classical HPC. Pan et al. (2022) solved the Google sampling
problem classically in about 15 h on a computational cluster with 512 GPUs with state fidelity
0.0037 (Google 0.00224), and claimed that it would only take few dozen seconds on an exascale
machine, much faster than Google.

Clearly it provides some satisfaction to demonstrate in practice that an HPC can beat
the noisy 53q Sycamore QPU. However, a more challenging target for the HPC may now be
to beat the 66q Zuchongzhi 2.1 with its 60-qubit 24-cycle RCS (Zhu et al., 2022).

2.4.2. Quantum volume - QV The fundamental challenges in the NISQ era can be
illustrated using the concept of Quantum Volume (QV) introduced by IBM (Cross et al.,

8

2019). QV is linked to system error rates, and quantifies the largest random circuit of equal
width and depth that a specific computer can successfully implement given decoherence, gate
fidelities, connectivity, and more (Cross et al., 2019; Pelofske et al., 2022).

QV is a benchmarking protocol based on the execution of a pseudo-random quantum
circuit with a fixed but generic form producing a bitstring {x} (Fig. 3). QV quantifies the
largest random circuit U of equal width N (number of qubits) and depth d (number of layers)
that the computer successfully implements U = U(d), ..., U(2)U(1) and produces the ideal
output distribution pU (x) = |→x|U |0↑|2 where {x} is an observable bit string.

Benchmarking the QV, one runs circuits with an increasing number of cycles d =
1, ...., dmax with d = N , and measures the success rate for increasing the depth d until one
reaches a prescribed success threshold. To define when a model circuitU has been successfully
implemented in practice, Cross et al. (2019) use the heavy output generation (HOG) problem
formulated by Aaronson and Chen (2017): ”Given as input a random quantum circuit C
(drawn from some suitable ensemble), generate output strings x1, ....., xk, at least a 2/3 fraction
of which have greater than the median probability in C’s output distribution.” This means
that the set of output probabilities pU (x) are sorted in ascending order of probability, and the
heavy (high probability) output generation problem is to produce a set of output strings {x}
such that more than two-thirds are heavy, i.e. greater than the median probability.

Aaronson and Chen (2017) state that: ”HOG is easy to solve on a quantum computer,
with overwhelming success probability, by the obvious strategy of just running C over and
over and collecting k of its outputs”, and demonstrate (Aaronson and Chen, 2017) that HOG
is exponentially hard for a classical computer. The important thing is that the approach
(Aaronson and Chen, 2017) makes no reference to sampling or relation problems. Thus, one
can shift focus from sampling algorithms to algorithms that simply estimate amplitudes.

Pelofske et al. (2022) recently published a guide to the QV: ”Quantum Volume in Practice:
What Users Can Expect from NISQ Devices”. QV provides a standard benchmark to quantify
the capability of NISQ devices. Interestingly, the QV values achieved in the tests (Pelofske
et al., 2022) typically lag behind o!cially reported results and also depend significantly on the
classical compilation e”ort. This is important to have in mind when popular articles announce
quantum computing breakthroughs in terms of higher QV values.

2.4.3. Relevance of metrics for usefulness The definition of QV: d = N , stops short of
benchmarking what is needed for useful applications. Useful algorithms often require the
quantum circuit depth d to be much larger than the width N (number of qubits): d >> N .
This is typically the case when describing the ground-state energy of a molecule with reasonable
accuracy. For example, a small molecule like HCN can be described (STO-6G basis) with
N = 14 and d ↓ 3000 ↓ 200N (Tranter et al., 2022). Similarly, HCN (6-31G basis) can be
described using Qiskit with N = 69 and d = 6 ↔ 106 ↗ 87000N (Lolur et al., 2021). These
huge circuit depths can most likely be reduced with improved compilation methods (like in
Tranter et al. (2022)), but nevertheless indicate the nature of the problem to perform useful
calculations.

For comparison, instead of using random circuits and XEB or QV/HOG as targets,
one can generate specific quantum states showing genuine multipartite entanglement (GME)
with su!cient fidelity. Mooney et al. (2021) investigated multiple quantum coherences of
Greenberger-Horne-Zeilinger (GHZ) states on 11 to 27 qubits prepared on the IBM Quantum
Montreal (ibmq montreal) device (27 qubits), applying quantum readout error mitigation and
parity verification error detection to the states. In this way, a fidelity of 0.546 ± 0.017 > 0.5
was recorded for a 27-qubit GHZ state, demonstrating rare instances of GME across the full

9
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Observation of constructive interference at 
the edge of quantum ergodicity

Google Quantum AI and Collaborators*

The dynamics of quantum many-body systems is characterized by quantum 
observables that are reconstructed from correlation functions at separate points in 
space and time1–3. In dynamics with fast entanglement generation, however, quantum 
observables generally become insensitive to the details of the underlying dynamics at 
long times due to the e!ects of scrambling. To circumvent this limitation and enable 
access to relevant dynamics in experimental systems, repeated time-reversal protocols 
have been successfully implemented4. Here we experimentally measure the second-
order out-of-time-order correlators (OTOC(2))5–18 on a superconducting quantum 
processor and "nd that they remain sensitive to the underlying dynamics at long 
timescales. Furthermore, OTOC(2) manifests quantum correlations in a highly entangled 
quantum many-body system that are inaccessible without time-reversal techniques. 
This is demonstrated through an experimental protocol that randomizes the phases 
of Pauli strings in the Heisenberg picture by inserting Pauli operators during quantum 
evolution. The measured values of OTOC(2) are substantially changed by the protocol, 
thereby revealing constructive interference between Pauli strings that form large 
loops in the con"guration space. The observed interference mechanism also endows 
OTOC(2) with high degrees of classical simulation complexity. These results, combined 
with the capability of OTOC(2) in unravelling useful details of quantum dynamics, as 
shown through an example of Hamiltonian learning, indicate a viable path to practical 
quantum advantage.

Identifying complex correlations between the many-body degrees of 
freedom in a quantum system is a central goal for the simulation of 
quantum dynamics. Even spectroscopic questions can be formulated 
in terms of few-point dynamical correlations. As entanglement grows 
with system size or evolution time, the resulting dynamics are often 
ergodic. Consequently, the sensitivities to the details of the quantum 
dynamics decay exponentially for most quantum observables, limit-
ing their utility in revealing many-body correlations. Numerical or 
analytical studies of correlations are also hindered by the difficulty of 
identifying subtle contributing processes, which undermine common 
simplifying assumptions. Moreover, the linearity of the Schrödinger 
equation precludes the use of classical techniques based on sensitivity 
to initial conditions, methods that have proven effective in detecting 
the butterfly effect and characterizing classical chaos.

As a solution to the above challenge, experimental protocols that 
use refocusing to echo out nearly all evolution have become essential 
for probing highly entangled dynamics. These protocols have proven 
indispensable in quantum metrology and sensing19,20 as well as in studies 
of chaos, black holes and thermalization6,8,21–23. Dynamical sequences 
that include time reversal are most naturally described in the Heisen-
berg picture of operator evolution (Fig. 1). The sequence can be con-
ceptualized as an interference problem, where correlations reflect 
coherent interference across many-body trajectories. Computing an 
observable can, thus, be expressed as a sum over distinct trajecto-
ries. In this conceptual framework, each time reversal corresponds 

to the addition of two interference arms and also other cross-terms 
contributing to experimental observables, which are formally known 
as out-of-time-order correlators (OTOCs)5–18.

In our work, we perform a family of OTOC experiments and leverage 
the interference framework to understand how different paths and their 
combinations reveal quantum correlations inaccessible without time 
reversal or with numerical methods. More specifically, we use the unique 
programmability of a digital quantum processor to change the number 
of interference arms (Fig. 2) and insert either noisy (Fig. 3) or coherent  
(Fig. 5) phase shifters into each arm. In response, we find that OTOCs 
are more sensitive to these perturbations compared with observa-
bles in the absence of time reversal. Furthermore, we discover that 
this sensitivity is enhanced as the order k of OTOC(k) (the number of 
interference arms) increases. In particular, OTOC(2) reveals construc-
tive interference between Pauli strings that is invisible in lower-order 
observables.

To understand how repeated time-reversal restores the sensitivity 
to quantum dynamics, we first consider measuring the Pauli operator 
M ∈ {X, Y, Z} of a qubit qm in a square lattice of qubits and initialized 
in an eigenstate of M. The measurement at a time t is equivalent to 
the time-ordered correlator (TOC), %M(t)M&, where M(t) = U †(t)MU(t) 
denotes the time-evolved M in the Heisenberg picture, U is a many-body 
unitary, and %…& denotes the expectation value over a particular initial 
state. As observed in previous experiments24–27, %M(t)M& decays expo-
nentially over time when U is ergodic. This stems from the scrambling of 
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∑ c P P P P= Tr [ ]. (4)
α β γ δ

αβγδ α β γ δ
(4)

, , ,

C

Here each cαβγδ is also a real-valued coefficient. Each Pauli string in 
this expression is represented as a coloured segment in the diagrams 

within the top panels of Fig. 3a. The length of this segment qualita-
tively represents the Hamming distance between the Pauli string 
and the identity. Multiplying two Pauli strings joins them at one 
end and forms a new Pauli string connecting the two new terminal  
points.
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Fig. 2 | Sensitivity of OTOCs towards microscopic details of quantum 
dynamics. a, Top, quantum circuit schematic for measuring OTOCs of different 
orders, OTOC(k). Here, ψ #M∣  is an eigenstate of the measurement operator M 
(realized as Z in this work). The operator B is realized as X. Bottom, implemen 
tation of the unitary U as t cycles of single- and two-qubit gates. Each single- 
qubit gate is ( )φ X φ Yexp −i (cos( ) + sin( ) )θ

2 , where θ/% ∈ {0.25, 0.5, 0.75} and φ/% 
is chosen randomly from the interval [−1, 1]. Each iSWAP-like gate is equivalent to 
an iSWAP followed by a CPHASE gate with a conditional phase of approximately 
 0.35 rad. b, The mean (C(4)) and standard deviation (σ[ ](4)C ) of OTOC(2) ( (4)C ) 

measured over 100 circuit instances for t = 6, 12 and 18 cycles. The colour at 
each qubit site indicates data collected with B applied to the given qubit. Purple 
dots indicate the fixed location of qm. Cyan lines represent the light cone of qm. 
c, Standard deviation of four quantities, TOC ( (1)C ), OTOC (C (2)), OTOC(2) ( (4)C ) 
and the off-diagonal component of OTOC(2) ( off-diag

(4)C ). For C (2), C (4) and Coff-diag
(4) , qm 

has the same fixed location as in b whereas qb gradually moves further from qm 
as the number of circuit cycles increases, such that the OTOC mean C ≈ 0.5(2)  is 
maintained. C (1) corresponds to Z t Z( ( ) # measured at a qubit close to the centre 
of the lattice. SQ, single qubit.

Fig. 3 | Quantum interference and classical simulation complexity of 
OTOC(2). a, In the Heisenberg picture, the time-evolved B(t) branches into a 
superposition of multi-qubit Pauli strings. For C (2), in which only two copies  
of B(t) are present, the final strings Pα and Pβ need to be identical to contribute. 
For (4)C , the strings (Pα, Pβ, Pγ, Pδ) contribute a ‘diagonal’ component Cdiag

(4)  when 
Pα = Pβ and Pγ = Pδ, or an ‘off-diagonal’ component Coff-diag

(4)  when Pα ) Pβ ) Pγ ) Pδ.  
b, Protocol for probing quantum interference. Random Pauli operators are 
inserted at one circuit cycle, which changes the signs of the Pauli string 
coefficients. c, Relative signal change, characterized by 1 − ρ, as a function  
of the cycle at which Paulis are inserted. ρ refers to the Pearson correlation 
between experimental data from 50 different 40-qubit circuits (t = 22 cycles), 
obtained with and without Pauli insertion. Error bars denote standard errors 

estimated from resampling the experimental data. Insets, Data at cycle 11.  
d, Comparison of experimental C (2) values against exactly simulated C (2) for  
a set of 40-qubit circuit instances. Values computed using CMC heuristic 
algorithms are shown for comparison, achieving an SNR of 5.3, like that of  
the quantum processor (SNR = 5.4). Inset, circuit geometry (red for qm and  
blue for qb) used for the experiments in c–e. e, Experimental off-diag

(4)C  values  
on the same set of 40 qubits, alongside exact and CMC simulations. off-diag

(4)C   
is measured by subtracting the Pauli-averaged (4)C  from the non-averaged (4)C . 
Here the experimental SNR is 3.9 whereas the SNR from CMC is 1.1. Error bars  
on experimental data are based on an empirical error model discussed in 
Supplementary Information sections II.F.3 and II.F.4. Exp, experiment;  
MC, Monte Carlo; sim, simulation.
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Towards practical quantum advantage
The combination of large sensitivity and high classical simulation com-
plexity makes higher-order OTOCs such as OTOC(2) a prime candidate 
for achieving the long-standing goal of practical quantum advantage. 
To illustrate this potential, we perform two more experiments, which 
show: (1) OTOC(2) can be accurately resolved in regimes that are, at pre-
sent, intractable with classical supercomputers. (2) A specific example 
wherein OTOC(2) is used to accomplish a practical task.

We begin by demonstrating (1). Figure 4a shows a set of off-diag
(4)C  

measurements performed with a 65-qubit geometry with B applied 
simultaneously to three different qubits, chosen to maximize the 
effective quantum volume (corresponding to the number of two-qubit 
gates falling within the light cones of the B and M operators31). To 
estimate the accuracy of these measurements, we next characterize 
the experimental error (SNR) across six different system sizes of up 
to 40 qubits (Fig. 4b). Here we observe that the SNR degrades only 
weakly as the system size increases and is also captured by the confi-
dence interval of an empirical error model detailed in Supplementary 
Information sections II.F.3 and II.F.4. Based on the same error model, 
the SNR of the 65-qubit dataset is projected to range from 2 to 3. Given 
that classical heuristic algorithms are unable to achieve this accuracy 
(Supplementary Information section III.C), tensor-network contrac-
tion is the most effective approach toward classically simulating the 
same circuits. Figure 4c shows the estimated cost of simulating diag

(4)C  
through tensor-network contraction on the Frontier supercomputer, 
which converges to approximately 3.2 years. This is a factor of approx-
imately 13,000 longer than the experimental data collection time of 
2.1 h per circuit, indicating that this experiment is, at present, in the 
beyond-classical regime of quantum computation.

To apply OTOCs in real-world applications, we consider a physi-
cal system of interest characterized by a Hamiltonian with a set of 
unknown parameters. The physical system supplies a collection of 
OTOC(2) data, which is compared against a quantum simulation of the 
same Hamiltonian. The unknown parameters are then optimized until 
the quantum-simulated data match the real-world experimental data 
(Fig. 5a). The slowly decaying signal size and sensitivity of OTOC(2), as 
demonstrated in Figs. 2 and  3, make it a particularly suitable candidate 
for accomplishing this task, which is known as Hamiltonian learning32–35.

To demonstrate the proposed scheme in practice, we construct a 
one-parameter learning example, as shown in Fig. 5b. A set of off-diag

(4)C  
values from 20 random circuit instances, produced by a classical sim-
ulation to mimic the role of the ‘physical system’ in Fig. 5a, are provided. 
All details of U, except the phase ξ of one two-qubit gate located along 
the passage between qm and qb, are also given. To learn the unknown 
parameter ξ, we measure Coff-diag

(4)  on the quantum processor while 
varying ξ. Results for three circuit instances are shown in Fig. 5c, where 
we see smooth oscillations of experimental signals that are distinct 
between different instances. Importantly, all oscillations intersect the 
classically simulated values of Coff-diag

(4)  at the target value of ξ. This is 
further reflected in Fig. 5d, where we have constructed a cost function 
between the classically simulated and experimentally measured values 
of off-diag

(4)C . The cost function has a global minimum at the target ξ value.

Conclusion
In this work, we have shown that OTOCs have quantum interfer-
ence effects that endow them with a high sensitivity to details of 
the quantum dynamics and, for OTOC(2), also high levels of classical 
simulation complexity. As such, OTOCs are viable candidates for 
realizing practical quantum advantage, a chief milestone sought by 
recent experiments36–38. Generally, practical quantum advantage 
can be formulated as the task of measuring the expectation values 
of low-rank observables, for example, energy or correlations3,39, such  
that:

(1) The observable can be experimentally measured with the proper 
accuracy, in our case with an SNR above unity. More formally, the 
observable is in the bounded-error quantum polynomial-time (BQP) 
class40.

(2) The observable lies beyond the reach of both exact classical simula-
tion and heuristic methods that trade accuracy for efficiency31,41–44.

Satisfying both defines a ‘Goldilocks zone’ for quantum advantage. 
To demonstrate practical quantum advantage, one more criterion is 
required:
(3) The observable should yield practically relevant information about 

the quantum system.

Here, by measuring a many-body observable with SNR > 2 and show-
ing that it is beyond the reach of currently known classical simulation 
algorithms, we have made progress towards (1) and (2). Moreover, a 
proof-of-principle for (3) is demonstrated with a dynamic learning 
problem. Although the random circuits used in the dynamic learning 
demonstration remain a toy model for Hamiltonians that are of practi-
cal relevance, the scheme is readily applicable to real physical systems. 
One such example is solid-state nuclear magnetic resonance systems, 
where dipolar couplings between spin pairs can be inverted without 
complete knowledge of their strength45. Comparing experimental data 
from such systems with quantum simulation outcomes may allow more 
accurate estimates of these couplings. We leave this exciting real-world 
application for future work.
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The dynamics are hard to observe in natural solid-state materials, but they can be directly
emulated and experimentally studied using engineered quantum systems. The close agreement
between the experimental results, simulations, and theoretical predictions (Karamlou et al.,
2022) results from high-fidelity, simultaneous qubit control and readout, accurate calibration,
and taking into account the relevant decoherence mechanisms in the system.

Karamlou et al. (2022) emphasize that although the experiments are performed on a
small lattice that can still be simulated on a classical computer, they demonstrate a platform
for exploring larger, interacting systems where numerical simulations become intractable.

3.3.2. Quantum information scrambling: Quantum scrambling is the dispersal of local
information into many-body quantum entanglements and correlations distributed throughout
an entire system, leading to the loss of local recoverability of quantum information (Braumüller
et al., 2022; Landsman et al., 2019; Mi et al., 2021; Touil and De!ner, 2020).

Following Mi et al. (2021), the approach is based on measuring the out-of-time-order
correlator (OTOC) C = →|Ô→(t)M̂→Ô(t)M̂ |↑ between a unitary local perturbation operator
Ô(t) and unitary operator M̂ which is a Pauli operator on a di!erent qubit. Scrambling
means a local perturbation is rapidly amplified over time. During the time evolution, Ô(t)
becomes increasing nonlocal, which leads to decay of correlation function due to the spreading
of the excitation all over the system.

The perturbation operator can be modeled as Ô(t) =
∑

i
wiB̂i, where B̂i = b1(i)↓ b2(i)↓

b3(i).... is a string of single-qubit basis operators acting on di!erent qubits, and wi are the
weights of the operator strings. Scrambling involves two di!erent mechanisms: (i) Operator
spreading, and (ii) generation of operator entanglement. Operator spreading (i) means that
the strings of single-qubit basis operators B̂i get expanded, spreading over more qubits, while
(ii) generation of operator entanglement is reflected in the growth in time of the minimum
number of terms needed to expand Ô(t) =

∑
i
wiB̂i with a broad distribution of coe”cients

wi.
By measuring the OTOC, Mi et al. (2021) experimentally investigated the dynamics

of quantum scrambling on a 53-qubit Sycamore quantum processor. Engineering quantum
circuits that distinguished between operator spreading and operator entanglement, they
showed that operator spreading is captured by an e”cient classical model, while operator
entanglement in idealized circuits requires exponentially scaled computational resources to
simulate. However, the quantum-supremacy discussion of the influence of noise, making
possible classical simulation of large noisy QPUs, suggests that the noise level needs to be
reduced substantially before exponentially scaled computational resources are needed.

Recently Braumüller et al. (2022) also probed quantum information propagation with
out-of-time-ordered correlators (OTOC). They implemented a 3 ↔ 3 two-dimensional hard-
core Bose–Hubbard lattice with a superconducting circuit, studied its time reversibility, and
measured out-of-time-ordered correlators. The method relies on the application of forward and
backward time evolution steps implemented by interleaving blocks of unitary time evolution
and single-qubit gates. Extracting OTOCs made it possible to study quantum information
propagation in lattices with various numbers of particles, enabling observation of a signature
of many-body localization in the 2D hard-core Bose–Hubbard model.

Braumüller et al. (2022) propose that applying the technique to larger lattices may
improve our understanding of quantum thermodynamics and black-hole dynamics, as well
as of using many-body systems for quantum memories. In addition, experimentally accessing
OTOCs in large quantum circuits may provide a powerful benchmarking tool to study future
quantum processors. But again, here noise will likely become an issue.
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FIG. 1. Making a longer molecular ruler with an out-
of-time-ordered correlator (OTOC). a,b) A comparison
between conventional spin transport measurements that infer
distance restraints from single couplings, and OTOCmeasure-
ments, which probe the growth of large quantum coherences
through the H spin network. By utilizing all the couplings
in the spin network, the OTOC is not limited in distance by
the 1/r3 scaling that limits the distances measurable by con-
ventional techniques. c) Our proposal to use a quantum com-
puter to assist in processing OTOC (or other challenging-to-
classically-simulate) data from a large spin cluster. Following
nuclear magnetic resonance (NMR) data collection, the quan-
tum computer provides an artificial system that is iteratively
tuned —via classical feedback— until it matches experiment.

unscalable spectroscopic approach. The combination of
careful hardware error-mitigation, algorithmic compila-
tion strategies, and physical chemistry model construc-
tion demonstrates the potential of scalable quantum-
information-inspired experiments to augment traditional
NMR data used for structure determination.

RESULTS

We illustrate in Fig. 2(a-b) the encoding of long-
range correlations in an NMR experiment using a
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4-butylaniline (EBBA) liquid crystal as a benchmark
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tries in the double-quantum Hamiltonian, the TARDIS
sequence is approximately invertible, allowing us to re-
focus the propagated information back to the 13C spin,
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decay (FID). In the absence of any perturbation between
forward and backward evolution this sequence performs
a Loschmidt Echo (LE) on the system [Fig. 2(c), yellow].
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decay is partially due to higher order Hamiltonian terms
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cused, and partially due to inhomogeneities in the applied
radio frequency (RF) field across the NMR sample (see
Supplementary Information for detailed modeling).
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toluene molecule during forward evolution, we apply a
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which in the absence of error takes the functional form

C(t) = Trace[X13C(t)BX13C(t)B
†], (1)

where X13C(t) = U(t)X13CU
†(t) is the forward-evolved

measurement operator. At short times the 13C spin re-
mains undisturbed by the distant butterfly; the OTOC
matches the LE. However, as the spin spreads across the
system the butterfly e!ect grows, and the OTOC de-
cays faster than the LE. This decay is characteristic of
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propagates with a di!usive front, and causes decay upon
reaching the butterfly.
The onset and rate of the OTOC decay depends on

the dipolar couplings, enabling determination of a model
molecular structure corresponding to the thermal average
of all molecular configurations. Due to the simplicity and
symmetry of toluene, this average structure can be well
approximated by a rigid phenyl ring and a freely-rotating
methyl group [34]. The liquid crystal environment can be
accounted for by an orientational order parameter. We
model OTOCs generated by the exact TARDIS pulse se-
quence, and include independently-measured RF inho-
mogeneity. Then, for illustrative purposes, we can sim-
ulate an artificial stretching of the molecule between the
ortho- and meta- positions [Fig. 2(d), inset], measured by
the ortho-meta H-H distance zom. This a!ects the OTOC
decay strongly [Fig. 2(d)]: we observe that a stretch or
contraction of 0.5Å shifts the OTOC by up to 20%. The
direction of this shift is counterintuitive: decreasing zom

(which increases coupling strengths) slows the OTOC at
later times. We explain this observation in the Supple-
mentary Information.
To turn the OTOC sensitivity into a tool for learning

molecular structure, we construct a cost function to min-
imize over our target parameter zom. In Fig. 2(e) we plot
the covariance-weighted error to the data from Fig. 2(c)
and 4 other datasets generated by engineering an on-
site field (see Supplementary Information). Performing
a cubic fit and bootstrapping error bars, we obtain an

Quantum computation of molecular geometry via many-body nuclear spin echoes

Quantum Digital Twin !! 
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information into many-body quantum entanglements and correlations distributed throughout
an entire system, leading to the loss of local recoverability of quantum information (Braumüller
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Following Mi et al. (2021), the approach is based on measuring the out-of-time-order
correlator (OTOC) C = →|Ô→(t)M̂→Ô(t)M̂ |↑ between a unitary local perturbation operator
Ô(t) and unitary operator M̂ which is a Pauli operator on a di!erent qubit. Scrambling
means a local perturbation is rapidly amplified over time. During the time evolution, Ô(t)
becomes increasing nonlocal, which leads to decay of correlation function due to the spreading
of the excitation all over the system.

The perturbation operator can be modeled as Ô(t) =
∑
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wiB̂i, where B̂i = b1(i)↓ b2(i)↓

b3(i).... is a string of single-qubit basis operators acting on di!erent qubits, and wi are the
weights of the operator strings. Scrambling involves two di!erent mechanisms: (i) Operator
spreading, and (ii) generation of operator entanglement. Operator spreading (i) means that
the strings of single-qubit basis operators B̂i get expanded, spreading over more qubits, while
(ii) generation of operator entanglement is reflected in the growth in time of the minimum
number of terms needed to expand Ô(t) =
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i
wiB̂i with a broad distribution of coe”cients

wi.
By measuring the OTOC, Mi et al. (2021) experimentally investigated the dynamics

of quantum scrambling on a 53-qubit Sycamore quantum processor. Engineering quantum
circuits that distinguished between operator spreading and operator entanglement, they
showed that operator spreading is captured by an e”cient classical model, while operator
entanglement in idealized circuits requires exponentially scaled computational resources to
simulate. However, the quantum-supremacy discussion of the influence of noise, making
possible classical simulation of large noisy QPUs, suggests that the noise level needs to be
reduced substantially before exponentially scaled computational resources are needed.

Recently Braumüller et al. (2022) also probed quantum information propagation with
out-of-time-ordered correlators (OTOC). They implemented a 3 ↔ 3 two-dimensional hard-
core Bose–Hubbard lattice with a superconducting circuit, studied its time reversibility, and
measured out-of-time-ordered correlators. The method relies on the application of forward and
backward time evolution steps implemented by interleaving blocks of unitary time evolution
and single-qubit gates. Extracting OTOCs made it possible to study quantum information
propagation in lattices with various numbers of particles, enabling observation of a signature
of many-body localization in the 2D hard-core Bose–Hubbard model.

Braumüller et al. (2022) propose that applying the technique to larger lattices may
improve our understanding of quantum thermodynamics and black-hole dynamics, as well
as of using many-body systems for quantum memories. In addition, experimentally accessing
OTOCs in large quantum circuits may provide a powerful benchmarking tool to study future
quantum processors. But again, here noise will likely become an issue.
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Bhaskar now leading our photonics and trap development initiatives.

Roadmap Highlights: From 10K to 2M Qubits

With the combined strengths of our recent technical progress and

acquisitions, IonQ’s roadmap now includes the following:

• 2025: Development systems supporting 100 physical qubits for Tempo

• 2027: 10,000 physical qubits on a single chip.

• 2028: Two interconnected chips for a total of 20,000 physical qubits in

one system, with networking capabilities coming online. This mirrors

NVIDIA’s acquisition of Mellanox, enabling a shift from single GPUs to

interconnected data centers for AI, but for quantum.

• By 2030: Our rapidly scalable architecture will enable a system with over

2,000,000 physical qubits. These will translate to between 40,000 and

80,000 logical qubits.

Our roadmap positions IonQ to continue delivering outstanding performance

IonQ's Accelerated Roadmap: Turning Quantum Ambition into Reality https://ionq.com/blog/ionqs-accelerated-roadmap-turning-quantum-amb...
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Sammanfattning av remissinstansens synpunkter  
Sveriges forskningsinstitut RISE instämmer i förslaget med reservation för att strategin 
behöver utvecklas så att den tydligt: 

 
• förmedlar en vision av skolväsendets digitalisering 2027 eller senare 
• adresserar skolan som system och samhällsbärande institution 
• vägleder kring digitalisering för både innovation och effektivisering 
• lyfter fram effektmål för digital kompetens även för lärare och rektorer/chefer 
• adresserar ojämlikheten mellan skolhuvudmännen avseende i vilken grad barn och 

elever erbjuds en relevant digital lärmiljö. 

RISE förslår också att ett tredje övergripande mål med två tillhörande delmål om forskning 
och uppföljning (effektivitet) samt om utforskande av digitaliseringens möjligheter 
(innovation) adderas. 

 

Utgångpunkt för RISE ställningstaganden 
Som oberoende forskningsinstitut följer och stödjer RISE dagligen den alltmer accelererande 
samhällsutvecklingen. En utveckling där digitalisering är både katalysator och motor.  

I dessa dagar tas också ett gigantiskt (digitalt) utvecklingssteg som spås bli ett av det mest 
omvälvande mänskligheten upplevt. För första gången i vår historia är det möjligt för gemene 
man att för egen del nyttja potentialen och kraften i artificiell intelligens (AI). Detta steg 
jämförs med den stora samhällstransformation som pågått sedan alla fick tillgång till internet. 
Skillnaden är att det nu går mycket fortare. Som exempel kan nämnas att det tog endast fem 
dagar för den artificiella intelligensen (språkmodellen) ChatGPT 1 att nå en miljon användare, 
att jämföra med att det tog tio månader för Facebook och 3,5 år för strömningstjänsten Netflix 
att göra detsamma. 

 
1 https://openai.com/ 
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